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® Obtaining Technical Assistance

® Obtaining General Product Information
Conventions

Definitions

Related Documents

Intended Audience and Documentation Overview

This Getting Started guide is intended for anyone who needs to install, configure, or manage the Stromasys Charon emulators in the OCI cloud. It can be
used as a starting point for installations that use the prepackaged Charon marketplace images available on the OCI Cloud marketplace, or when creating
a Linux server in the cloud for a conventional RPM installation of Charon emulator products. A general working knowledge of Linux and its conventions is
expected.

Please note:

® This Getting Started guide is a generic guide for all Linux-based Charon emulator products that are to be run in the OCI cloud. Therefore, you will find
that some of the content is not applicable to your product. The focus of the document is on the common aspects of implementing a Charon emulator in
the OCI cloud.

® The descriptions in this Getting Started guide are for Charon host systems running a supported Linux operating system. Windows host systems are
not within the scope of this guide.

Overview of the relevant documentation for Charon emulators in cloud environments:

® This Getting Started Guide covers basic cloud-specific aspects when installing a Charon emulator product in the cloud. It can be used as a starting
point for installations that use the prepackaged Charon marketplace images available on the OCI Cloud marketplace, or when creating a Linux server
in the cloud for a conventional RPM installation of Charon emulator products.

® The general User's Guides for each emulator product (please refer to the Stromasys documentation page) cover features, configuration, and
management of the respective Charon emulator product.

® The VE License Server User's Guide in the Licensing Documentation section of the Stromasys Product Documentation site covers features,
installation, and management of the VE (Virtual Environment) license server and the VE licenses.

® The Release Notes of your product provide important information regarding known problems and possible workarounds.

For additional information about this product, please contact Stromasys at the regional offices listed below in Obtaining Technical Assistance or General
Product Information, send an email to Team.Support.OCl@Stromasys.com, or contact your Stromasys VAR.
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Document Structure

Introduction to Charon Emulators: overview of emulator concepts.
Creating an OCI Instance for an Emulator Host: basic steps to create and launch a cloud instance to be used as a Charon host system.
Installing the Charon-SSP Manager (Charon-SSP only): steps to install the main management tool for the cloud-based Charon-SSP host instance (if
using the Charon-SSP emulator).

® |nstalling the VE License Server Software: steps to install the VE license server package if VE licenses are to be used and there is no existing VE
license server yet.

® Accessing the Charon Cloud Instance: explains how to use SSH, SFTP, and the Charon-SSP Manager to access the cloud-based Charon host
instance for management and file transfer, and how to set the initial management password.

® Additional OCI Instance Configuration: adding additional storage and network interfaces; cloud-specific networking aspects.

Please note:

® Cloud providers may change their management GUI without prior warning. Hence, the screenshots in this document may not always reflect the latest
GUI appearance of the cloud provider. However, they will still provide an illustration of the described configuration steps.

® In general, the sample outputs in this document may show different versions than the one documented in this manual, but they are still representative
of what a user will see.
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Obtaining Documentation

The latest released version of this manual and other related documentation are available on the Stromasys support website at Product Documentation
and Knowledge Base.

Obtaining Technical Assistance or General Product Information

Obtaining Technical Assistance

Several support channels are available to cover the Charon virtualization products.

If you have a support contract with Stromasys, please visit http://www.stromasys.com/support/ for up-to-date support telephone numbers and
business hours. Alternatively, the support center is available via email at support@stromasys.com.

If you purchased a Charon product through a Value-Added Reseller (VAR), please contact them directly.

Obtaining General Product Information

If you require information in addition to what is available on the Stromasys Product Documentation and Knowledge Base and on the Stromasys web site y
ou can contact the Stromasys team using https://www.stromasys.com/contact/, or by sending an email to info@stromasys.com.

For further information on purchases and the product best suited to your requirements, you can also contact your regional sales team by phone:

Region Phone Address

Australasia-Pacific +852 3520 1030 Room 1113, 11/F, Leighton Centre
77 Leighton Road, Causeway Bay,
Hong Kong, China

Americas +1 919 239 8450 Stromasys LLC
871 Marlborough Ave, suite 100,
Riverside CA 92507
USA

Europe, Middle-East and Africa = +41 22 794 1070 Avenue Louis-Casai 84
2nd Floor
1216 Cointrin
Switzerland
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Conventions

Notation

$

#

>

User i nput
<pat h>

Qut put

[]

dskO

Description

The dollar sign in interactive examples indicates an operating system prompt for VMS.

The dollar sign can also indicate non superuser prompt for UNIX / Linux.

The number sign represents the superuser prompt for UNIX / Linux.

The right angle bracket in interactive examples indicates an operating system prompt for Windows command (cmd.exe).
Bold monospace type in interactive examples indicates typed user input.

Bold monospace type enclosed by angle brackets indicates command parameters and parameter values.

Monospace type in interactive examples, indicates command response output.

In syntax definitions, brackets indicate items that are optional.

In syntax definitions, a horizontal ellipsis indicates that the preceding item can be repeated one or more times.

Italic monospace type, in interactive examples, indicates typed context dependent user input.

Definitions

Term Description

Host | The system on which the emulator runs, also called the Charon server

Guest = The operating system running on a Charon instance, for example, Tru64 UNIX, OpenVMS, Solaris, MPE or HP-UX

Related Documents

® Charon emulator documentation

® VE License Server User's Guide in Licensing Documentation
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Emulator Concepts

The Charon emulator products allow users of SPARC, PA-RISC, Alpha, and VAX legacy systems to replace their native hardware in a way that requires
little or no change to the original system configuration. This means you can continue to run your applications and data without the need to switch or port
to another platform. The Charon emulator software runs on commaodity, x86 64-bit systems ensuring the continued protection of your investment.

The image below shows the basic concept of migrating physical hardware to an emulator:

Legacy Environment After Virtualization

Datacenter

Applications

Applications

NO
Changes

Database

Database

Legacy OS

Solaris | HP-UX | MPE | VM5 | Trub4

Legacy OS

Solaris | HP-UX | MPE | VMS | Trutd

& [Elanon soual

Legacy Hardware:

SPARC
PA-RISC
DEC VAX

DEC Alpha
DEC PDP-11

Hardware Windows / Linux 1
replaced

x86 hardware

Cloud compute ‘

Charon Emulator Products

Stromasys currently provides the following emulator products:

® Charon-AXP/VAX (including PDP)
® Charon-SSP
® Charon-PAR

Please note: this guide is focused on an implementation on Linux.Therefore, it will not deal with the PDP emulator which is only available on Microsoft
Windows.
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General Installation Options for Emulators on Linux Cloud Instances

In general there are the following installation options for emulator products on Linux hosts in the cloud:

® |nstallation using RPM packages. This option is available for all products. The products were tested on AWS, GCP, Azure, Nutanix, and OCI.
However, there may still be requirements of a legacy operating system that cloud environments cannot provide. Please contact your Stromasys
representative for more information to discuss potential limitations, and if you would like to run Charon in a different Cloud environment.

® |nstallation based on Stromasys-provided marketplace images in selected clouds (not available for all products and all clouds). Such marketplace
images include the Linux host operating system and the Charon emulator product. They can be provided for two different types of product licensing:

® Automatic Licensing (AL) for which billing of cloud instance and Charon product is handled by the cloud provider. Public license servers for this
option are operated by Stromasys (private AutoVE licensing with customer-operated license server is possible as an alternative).

® Virtual Environment Licensing (VE) for which the billing of the cloud instance is handled by the cloud provider, the billing for the Charon product
is handled by Stromasys or its partners. The license server is operated by the customer.

Marketplace image availability at the time of writing
AWS Charon-SSP: Amazon Linux (AL)
Charon-SSP: VE
Charon-PAR: VE
Charon-AXP/VAX: VE - planned
Azure Charon-SSP: VE
o]¢]] Charon-SSP: VE
Charon-PAR: VE

GCP Charon-SSP: VE - planned

For up-to-date availability information of marketplace images (in particular for AL marketplace images), please contact your Stromasys
representatives.

At the time of writing the VE license server provided by Stromasys was available for Linux systems running on the following platforms:

VE license server availability at the time of writing
Cloud platforms AWS
Azure
GCP
OClI
IBM
Nutanix

Other platforms

VMware
Physical servers
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VE licensing availability for Charon emulator products at the time of writing:
At the time of writing, the following Charon emulator products supported VE licensing:
® Charon-SSP

® Charon-PAR
® Charon-AXP/VAX (Linux only)

Management Options for Charon Emulator Instances in the Cloud

All Charon emulators running on a Linux host can be managed from the command-line.
Stromasys provides additional management tools for the different products. Availability of these products in cloud environments:

Charon-SSP: the Charon Manager and the Charon Director fully support cloud-based Charon instances.

Charon-PAR and Charon-AXP/VAX: at the time of writing, the Linux toolkit was not fully cloud-enabled yet. A new version supporting cloud-relevant
features is planned (no release date known at the time of writing) and will be made available by Stromasys via the normal software distribution
channels.
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This chapter describes how to set up a basic cloud instance for a Charon emulator host.

® Charon Licensing for Stromasys Emulators in the OCI Cloud
® Charon Host Cloud Instance Prerequistes
® Creating and Configuring an OCI Cloud Instance for Charon
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Licensing Emulators in the OCI Clo

B General Information
B Automatic Licensing Overview
B VE Licensing Overview

General Information

This chapter describes the basic licensing options available for Charon instances in cloud environments. Not all options may be available in all clouds or
for all products. Please refer to the User's Guide and the Release Notes of your product for detailed information.

Charon emulator products require a license to run. There are different licensing models. As availability may differ depending on cloud environment
and product, please contact your Stromasys representative for any questions about product availability and licensing options.

The following options that are typically used in a cloud environment are described briefly in the sections below:

1. The cloud-specific, prepackaged Charon AL (Automatic Licensing) marketplace image utilizing either

® a public, Stromasys-operated cloud-specific license server, or

® aprivate customer-operated VE license server operating in AutoVE mode.

This licensing option offers pay-as-you-go billing for Charon-SSP. Please contact Stromasys Sales should you be interested in this option.

2. Charon VE Licensing (Virtual Environment) utilizing a customer-operated, private VE license server in a supported cloud environment. The license
server can operate in general VE mode or in AutoVE mode. Charon emulators using general VE licensing are available as a

® prepackaged marketplace image on some cloud platforms, and
® in RPM package format for a conventional installation.

Guest operating system licensing requirements:

The user is responsible for any licensing obligations imposed by the legacy operating system running as a guest system inside the emulator, and has to
provide the appropriate licenses.
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Automatic Licensing Overview

Currently, only available for Charon-SSP and only on selected clouds. Please contact Stromasys Sales should you be interested in this option.

When a cloud instance is launched from a Charon AL marketplace image, this instance requires a license to run emulated systems. This license is
obtained automatically from a Stromasys-operated license server upon first launch of the Charon AL instance.

Please note the following points:

You will be billed by the cloud provider for your use of the Charon-SSP AL instance. Stromasys will not bill you directly.

Charon AL instances require Internet access (via their own public IP address or NAT) for the license mechanism to work. If NAT is used, the gateway
must be an instance in the same cloud (i.e., the source IP address must be from the address range of the same cloud provider in which the Charon
host instance runs). The public, Stromasys-operated license servers must be reachable on port 8080 (SSP before version 5.5.5) or port 8081 (SSP
version 5.5.5 or higher). Also, a DNS service must be reachable to resolve the host names of the license servers, or corresponding entries in /etc/hosts
must exist. The license server details are provided below.

If you change the instance type after first launching the instance and thereby change the number of CPU cores (or if the number of CPU cores is
changed by any other method), the license will be invalidated and you will have to create a new instance.

Some licensing problems or other requirements (e.g., additional CPU cores needed) may make it necessary to move the emulator to a new instance.
Therefore, it is strongly recommended to store all relevant emulator data on a separate disk volume that can easily be detached from the old instance
and attached to a new instance.

If you need to set up a new Charon host instance with AL licensing, you must create it via launching a new instance from the appropriate marketplace
image and (as necessary) copying/moving the emulator data and configuration to the new instance. Cloning an instance with AL licensing will result in
a system with an invalid license.

Should access to the license be lost, there is a grace period of 24 hours. If license access is not restored within this period, the emulator will stop (if a
guest system is running at the time, this is the equivalent of disconnecting the power without clean shutdown, i.e., it may lead to loss of data).

At the time of writing, the public Stromasys-operated license servers in OCl were

cloud-oci1.stromasys.com and

cloud-oci2.stromasys.com

TCP port 8080 for SSP version before 5.5.5 (old certificates)
TCP port 8081 for SSP version 5.5.5 or higher (new certificates)
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VE Licensing Overview

Charon VE License Characteristics

The main characteristics of VE licenses are the following:

Software licenses only.

Installed on the Charon host or on a separate license server. A separate license server reduces the risk of accidentally invalidating a license.
Require the Charon VE license server software (the RPM package is included in the prepackaged, cloud-specific marketplace Charon VE image).
Require matching Charon emulator software (preinstalled on the prepackaged, cloud-specific marketplace Charon VE image).

Different modes of operation:

® For general VE mode, the customer is billed by Stromasys depending on the number and type of the emulated systems allowed by the installed
license(s). The license server software itself is free of charge.

® AutoVE mode is an extension of automatic licensing and introduces metered billing (by the cloud-provider) for VE licenses in cloud environment. It
defines how many Charon host instances can be run based on the respective license. The number of emulated systems on each host instance is
limited by the host resources, not the license. The emulator host instance must be based on an Charon AL marketplace image, and license server
and emulator host must be in the same cloud. At the time of writing, this option was available only for Charon-SSP on selected clouds. Please
contact Stromasys Sales should you be interested in this option.

® The license server for both modes is managed by the customer.

If supported by the cloud provider, the VE license server instance can be moved to a different subnet, as long as the original instance can be moved. Itis
also possible to backup and restore (to the same instance) the license server data. However, the following actions will invalidate the license:

Changing the number of CPU cores of the license server system.
Copying the license server data to a different instance.

Seriously damaging the root filesystem of the license server system.
Re-installing the license server system.

Copying the virtual machine on which the license server runs. This includes cloning a virtual machine, or recovering a backup into a new virtual
machine.

Please note: Charon-SSP 5.5.5 and VE license server 2.1.3 introduce new certificates and the option to use user-defined certificates. Please review the V
irtual Environment (VE) License Server Documentation for details and to avoid possible compatibility problems between old and new versions.

Charon VE License Server Communication Requirements

For proper operation, the system on which the license server runs has the following communication requirements:
Communication with the cloud infrastructure:

For proper functionality, the OCI cloud instance on which the license server runs must be able to communicate with the cloud infrastructure:

® The metadata server of the cloud environment (169.254.169.254)
It must also be able to communicate with the client systems using the license. The following ports are used for this communication by default:

® TCP/8083: must be permitted from the client to the license server to enable the use of the license by the client.

® TCP/8084: must be permitted by the license server for any system that should access the web interface to display license information. It is not
required for providing a license to a license client system.

In current VE license server versions, the default ports can be changed in the file /opt/license-server/config.ini. Please refer to the VE license server
guide for details.

Basic License Installation Steps Before an Emulator Can be Started

If there is no VE license server running already, decide on which cloud instance it should run and install the VE License Server package on the
selected system. The VE License Server RPM package is included in the prepackaged Charon VE marketplace images. Alternatively, Stromasys will
provide a download location. See Installing the VE License Server Software.

If you don't already have a license, contact your Stromasys representative to procure an appropriate license.
Log in on your Charon VE License Server instance.

Create a C2V file and send it to the email address Stromasys will provide to you.

Install the V2C file you will receive from Stromasys.

Configure the emulator instance(s) to use the license server.

Please refer to the Licensing Documentation for more information.
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n Host Cloud Instance Prerequistes

® Cloud Instance Prerequisites for Charon
® Cloud Instance Software Prerequisites Overview
® Cloud Instance Hardware Prerequisites Overview

® Hardware Prerequisites for Charon-SSP Cloud Host Instances

® Charon-SSP General Notes
® Charon-SSP Cloud Instance Prerequisites
® Hardware Prerequisites for Charon-AXP Cloud Host Instances

® Charon-AXP Number of CPU Cores and CPU Speed
® Charon-AXP Memory Requirements
® Charon-AXP Disk Storage
® Charon-AXP Ethernet Adapters
® Hardware Prerequisites for Charon-VAX Cloud Host Instances

® Charon-VAX Number of CPU Cores and CPU Speed
® Charon-VAX Memory Requirements
® Charon-VAX Disk Storage
® Charon-VAX Ethernet Adapters
® Hardware Prerequisites for Charon-PAR Cloud Host Instances
® Hyper-Threading on Cloud Instances

Cloud Instance Prerequisites f

The cloud instance for running a Charon emulator is also called the Charon host. When creating a cloud instance for Charon, there are hardware and
software prerequisites.

Hardware prerequisites of a cloud instance:

For a cloud instance, the hardware characteristics of the instance (e.g., how many CPU cores and how much memory your virtual Charon host system
will have) are defined by selecting an instance type or shape. This determines the virtual hardware that will be used for the Charon host instance in the
cloud.

Software prerequisites of a cloud instance:

If you use a Charon marketplace image to launch your instance, all Linux host operating system requirements are fulfilled. For conventional emulator
installations, the Charon host cloud instance must be based on a supported Linux version.
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Cloud Instance Software Prerequisites Overview

This section provides a basic overview of supported Linux distributions and versions for the current versions of the different emulator products (at the time
of writing).

Please always refer to the Charon emulator documentation of your emulator product and version for details and up-to-date information.

Emulator product Red Hat Linux Rocky Linux Oracle Linux CentOS
Charon-SSP version 5.6.7 7.0-79 7.0-7.9 70-7.9
8.1-8.6 8.1-8.6 8.1-8.6
9.0-9.2 9.0-9.2 9.0-9.2
Charon-AXP/VAX 4.12 7.x 7.x
8.x
9.x
Charon-PAR 3.0.12 7.x (min. 7.4) 7.x (min. 7.4) 7.x (min. 7.4)
8.x 8.x 8.x
9.x 9.x 9.x

Only 64-bit versions of Linux are supported.

Cloud Instance Hardware Prerequisites Overview

The sections below provided an overview of basic hardware prerequisites for the different emulator products. Please note the following points
regarding the sizing guidelines:

® The sizing information below—in particular regarding number of host CPU cores and host memory—show the minimum requirements.
® Every deployment situation must be reviewed and the actual host sizing has to be adapted as necessary.
L)

In a hyper-threading environment, for best performance, the number of CPU cores (i.e., real/physical CPUs) should be sufficient to fulfill CPU
requirements of the active emulators, thus avoiding high-workload threads sharing one physical CPU core. If possible, hyper-threading should be
disabled.

Please always refer to the Charon emulator documentation of your emulator product and version for details and up-to-date information.
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Hardware Prerequisites for Charon-SSP Cloud Host Instances

Charon-SSP General Notes

Please note the following points regarding the sizing guidelines:

® The sizing guidelines below—in particular regarding number of host CPU cores and host memory—show the minimum requirements.
Every deployment situation must be reviewed and the actual host sizing has to be adapted as necessary. For example, the number of CPU cores
available for /O must be increased if the guest applications produce a high 1/0 load. Also, a system with many emulated CPUs is typically able to
create a higher I/O load and thus the number of CPU cores available for I/O may have to be increased. In a hyper-threading environment, for best
performance, the number of CPU cores (i.e., real/physical CPUs) should be sufficient to fulfill CPU requirements of the active emulators, thus avoiding
high-workload threads sharing one physical CPU core.

The CPU core allocation for emulated CPUs and CPU cores for I/O processing is determined by the configuration. See CPU Configuration in the
general Charon-SSP User's Guide for more information about this and the default allocation of CPU cores for I/O processing.

Important general information:

® To facilitate a fast transfer of emulator data from one cloud instance to another, it is strongly recommended to store all relevant emulator data on a

separate disk volume that can easily be detached from the old instance and attached to a new instance.

Please make sure to dimension your instance correctly from the beginning (check the minimum requirements below). The Charon-SSP license for Cha
ron-SSP AL is created when the instance is first launched. Changing later to another instance size/type and thereby changing the number of CPU
cores will invalidate the license and thus prevent Charon instances from starting (new instance required). If planning to use the Charon-SSP AL
instance in AutoVE mode, be sure to include the AutoVE server information before first launch, otherwise the public license servers will be used.

The license for Charon-SSP VE is created based on the fingerprint taken on the license server. If the license server is run directly on the emulator
host and the emulator host later requires, for example, a change in the number of CPU cores, the license will be invalidated, unless it is transferred

out of the system beforehand - then the resulting transfer file and a new C2V file from the changed system can be used to obtain a new license from
Stromasys.

Charon-SSP Cloud Instance Prerequisites

General CPU requirements: Charon-SSP requires modern x86-64 architecture processors. This could be Intel Servers based on Haswell v3 processors
or later, or Desktop Core |17 (CPU frequency at least 3.0 GHz). AMD processors of the same or higher performance are also supported.

Minimum requirements for Charon-SSP:

®  Minimum number of host system CPU cores:

® At least one CPU core for the host operating system, plus:
® For each emulated SPARC system:

® One CPU core for each emulated CPU of the instance, plus:

® At least one additional CPU core for I/O processing (at least two, if server JIT optimization is used). See the CPU Configuration section
mentioned above for configuration options. By default, Charon will assign 1/3 (min. 1; rounded down) of the number of CPUs visible to the
Charon host to I/O processing.

®  Minimum memory requirements:
® 4GB or more of RAM for the Linux host operating system. The actual requirements may be higher and will depend on the requirements of the non-
emulator services running on the Linux host. The previous recommendation of at least 2GB of RAM for the Linux host will still be valid for many
systems, but the increasing requirements of the Linux operating system and applications have led to the updated recommendation for new
installations. Plus:
® For each emulated SPARC system:
® The configured memory of the emulated instance, plus:
® 2GB of RAM (6GB of RAM if server JIT is used) to allow for DIT optimization, emulator requirements, run-time buffers, SMP and graphics
emulation.
® |f hyper-threading is enabled on modern x86-64 CPUs, two threads can run on one physical CPU core providing two logical CPUs to the host
operating system. If possible, disable hyper-threading on the Charon-SSP host. However, this is frequently not possible in VMware and cloud
environments, or it is unclear whether hyper-threading is used or not. The Charon-SSP hyper-threading option enables Charon-SSP to adapt to such
environments. See the CPU Configuration section in your general Charon-SSP User's Guide mentioned above for detailed configuration information. P
lease note: for best performance, Charon-SSP threads should not share a physical CPU core — enough physical cores should be available on the
host system to satisfy the requirements of the configured emulator(s).
® One or more network interfaces, depending on customer requirements.
[ ]

Charon-SSP/4U+ and Charon-SSP/4V+ must run on physical hardware supporting Intel VT-x/EPT or AMD-v/NPT (baremetal instances) and
therefore cannot run in all cloud environments. Please check your cloud provider's documentation for the availability of such hardware. In addition,
note the following points:

® Charon-SSP/4U+ and Charon-SSP/4V+ are only available when using a Linux kernel supported by Stromasys. Please refer to the general Charon-
SSP user's guide for details (see CHARON-SSP for Linux).

® Please contact Stromasys or your Stromasys VAR if you need this type of emulated SPARC hardware to discuss your requirements in detail.
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Hardware Prerequisites for Charon-AXP Cloud Host Instances

Charon-AXP Number of CPU Cores and CPU Speed

Each Charon-AXP emulated CPU requires a corresponding physical core. So the total number of the host CPUs must exceed the number of emulated
CPUs since some of the host CPUs must be dedicated to serving CHaron 1/O operations and host operating system needs. If several Charon instances
run in parallel, the required number of CPU cores is cumulative.

The following table lists the minimum and recommended number of CPUs required for each virtual HP Alpha instance (note that each Charon instance is
able to run on 2 CPU cores hosts, but this configuration does not support emulation of all the virtual CPUs):

CHARON-AXP product Minimum number of host CPU cores Recommended number of host CPU cores
HP AlphaServer 400 - HP AlphaServer 4100 2 2
HP AlphaServer DS10/DS10L/DS15 2 2
HP AlphaServer DS20/DS25 4 4
HP AlphaServer ES40/ES45 6 8
HP AlphaServer GS80 10 16
HP AlphaServer GS160 18 32
HP AlphaServer GS320 34 48

When starting, the Charon-AXP software checks the available number of host CPU cores. This check is based on the maximum number of AXP CPUs
that can be emulated if this number is not restricted by the n_of_cpus parameter. If the available number of host CPU cores is below this number,
Charon-AXP will issue a warning message even if the requirements for the configured number of AXP CPUs are fulfilled. The Charon-AXP software will
work despite this warning if the requirements for the configured number of AXP CPUs are fulfilled.

Hyper-threading must be switched off completely. Normally, hyper-threading is disabled in the BIOS settings. In cloud environments, it depends on
the cloud provider if and how the number of vCPUs per core can be limited to one.

CPU speed: the general recommendation is that a higher CPU frequency will lead to better performance of the emulated HP Alpha system. The
minimum recommendation is at least 3 GHz.

Charon-AXP Memory Requirements

Minimum host memory size:

® |t depends on the amount of Alpha memory to be emulated and on the number of Charon-AXP instances to be run on one host.
® |tis calculated using the following formula:
Minimum host memory = (2GB + the amount of HP Alpha memory emulated) per Charon-AXP instance

Charon-AXP Disk Storage

The instance needs sufficient disk space for the host and guest operating system and all the emulated storage devices of the legacy system.
To facilitate a fast transfer of emulator data from one cloud instance to another, it is strongly recommended to store all relevant emulator data on a
separate disk volume that can easily be detached from the old instance and attached to a new instance

Charon-AXP Ethernet Adapters

Charon- AXP networking requires one of the following:

® One or more dedicated host Ethernet adapters; their number must be equal to the emulated adapters to be configured in Charon-AXP. One adapter
must be available to the host for TCP/IP networking, management interface, etc. For this option, you must take into account the cloud-typical
restrictions when using dedicated network adapters (e.g., IP unicast only, MAC must not be changed, cloud-provided IP address must be used by
guest). Please refer to your cloud-providers documentation and the section Charon Cloud Networking Information in this guide.

® Virtual network interfaces connected to a local bridge configured inside the Charon host.
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Hardware Prerequisites for Charon-VAX Cloud Host Instances

Charon-VAX Number of CPU Cores and CPU Speed

Each CHARON emulated CPU requires a corresponding physical core. So the total number of the host CPUs must exceed the number of emulated CPUs
since some of the host CPUs must be dedicated to serving CHARON /O operations and host operating system needs. If several CHARON instances run
in parallel, the required number of CPU cores is cumulative.

The table below lists the minimum and recommended number of CPUs required for each product:

CHARON-VAX model Minimal number of CPU cores Recommended number of CPU cores

VAX 6610 2 4
VAX 6620 3 4
VAX 6630 4 6
VAX 6640 6 8
VAX 6650 8 12
VAX 6660 8 12
Other models 2 2

When starting, the CHARON-VAX software checks the available number of host CPU cores. This check is based on the maximum number of VAX CPUs
that can be emulated. Therefore the number of host CPU cores recommended for the maximum number of emulated CPUs - as shown in the right
column of the table above - must be available. If the available number of host CPU cores is below this number, CHARON-VAX will issue a warning
message. The CHARON-VAX software will work despite this warning.

Hyper-threading must be switched off completely if possible. Normally, hyper-threading is disabled in the BIOS settings. In cloud environments, it
depends on the cloud provider if and how the number of vCPUs per core can be limited to one.

CPU type and speed:
® Since Charon-VAX utilizes the LAHF instruction in VAX CPU emulation don't use early AMD64 and Intel 64 CPUs in a Charon host system since they

do not support this instruction. AMD introduced the instruction with their Athlon 64, Opteron and Turion 64 revision D processors in March 2005 and Int
el introduced it with the Pentium 4 G1 stepping in December 2005.

CPU speed: the general recommendation is that the higher the CPU frequency is, the better the emulated VAX performances will be. The minimum
recommendation is at least 3 GHz.

Charon-VAX Memory Requirements

Minimum host memory size:

® |t depends on the amount of VAX memory to be emulated and on the number of Charon-VAX instances to be run on one host.

® |t is calculated using the following formula:
Minimum host memory = (2GB + the amount of VAX memory emulated) per Charon-VAX instance

The maximum amount of VAX memory that can be created in the CHARON-VAX/66x0 products and supported by OpenVMS/VAX is 3584 Mb.

Charon-VAX Disk Storage

The total amount of disk space required for Charon-VAX can be calculated as a sum of all the disk/tape image sizes plus 50 MB for the Charon software
plus the space required for the host operating system. Temporary disk storage is often needed when setting up a new virtual machine (for source disks
backups storage, software installation kits, etc...).

When virtual disks/tapes are used to represent physical disk drives / magnetic tapes, the disk/tape image files have the same size as their hardware
equivalent, regardless of their degree of utilization.
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Charon-VAX Ethernet Adapters

Charon- VAX networking requires one of the following:

® One or more dedicated host Ethernet adapters; their number must be equal to the emulated adapters to be configured in Charon-VAX. One adapter
must be available to the host for TCP/IP networking, management interface, etc. For this option, you must take into account the cloud-typical
restrictions when using dedicated network adapters (e.g., IP unicast only, MAC must not be changed, cloud-provided IP address must be used by
guest). Please refer to your cloud-providers documentation and the section Charon Cloud Networking Information in this guide.

® Virtual network interfaces connected to a local bridge configured inside the Charon host.

Hardware Prerequisites for Charon-PAR Cloud Host Instances

The host hardware on which Charon-PAR runs must fulfill at least the following requirements:

Intel or AMD x86-64 hardware platform (AMD support starting with Charon-PAR version 3.0.6)
At least 3GHz, 3.4GHz or higher is recommended

SSE 4.2 and FMA required

CPU cores required:

® at least one CPU core for the host operating system, and
® atleast 2 cores per emulated CPU (3 cores for future advanced DIT)
® RAM requirements:
® 4GB RAM plus 1.1 times the emulated RAM size for the emulator. Additional memory is required for I/O buffering and other Linux processes (2 to
4 GB can be used as a starting point).
® atleast 24GB RAM for N4000 models

® One Ethernet interface for the host system and one Ethernet interface for each emulated Ethernet NIC. Alternatively, TAP interfaces can be used.
Please note that the use of TAP interfaces is restricted to internal bridges in cloud environments (that is, a bridge cannot be linked to a NIC connected
to the cloud LAN).

At least one available USB port if HASP hardware licenses are to be used.
Disable NUMA balancing.

® To check the status, use the command: cat / proc/ sys/ ker nel / numa_bal anci ng (0 = off, 1 =on).
® To disable NUMA balancing temporarily, use the command: sysct| -w ker nel . numa_bal anci ng=0
® To make the configuration permanent you must create a sysctl configuration entry:

® Create afile in /etc/sysctl.d/ (e.g., 90-numa.conf)

® Add the line ker nel . numa_bal anci ng=0

® Please note: it still works to add the line ker nel . numa_bal anci ng=0 directly to /etc/sysctl.conf but this file has been deprecated in newer
Linux versions.

® |f possible in your cloud environment, restrict the number of vCPUs on each CPU core to one (no hyper-threading).

Please note:

® The sizing guidelines above—in particular regarding number of host CPU cores and host memory—show the minimum requirements. Every use
case has to be reviewed and the actual host sizing has to be adapted as necessary.

® |f the host CPU does not support the required extensions (SSE and FMA), the emulator will not start. Instead, it will stop with an error message
indicating the missing features.

® To identify the capabilities of the host system CPU, use one of the following commands: | scpu or cat / proc/ cpui nfo.
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Hyper-Threading on Cloud Instances

Some emulator products require that hyper-threading (two threads per physical CPU Core) be disabled. Normally, this is handled via the system BIOS.
However, not all cloud providers offer an easy way to configure an instance without hyper-threading. In such cases, it may be necessary to perform an
equivalent configuration on the Linux level.

Cloud-specific options:

AWS: the threads per CPU core can be configured. See https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/instance-specify-cpu-options.html
GCP: the threads per CPU core can be configured. See https://cloud.google.com/compute/docs/instances/set-threads-per-core

Azure: manual configuration on the Linux level

OCI: manual configuration on the Linux level

IBM: manual configuration on the Linux level. See https://cloud.ibm.com/docs/vpc?topic=vpc-disabling-hyper-threading

Basic steps of a manual configuration on the Linux level:

Please note: not all cloud instances may support disabling hyper-threading. Please refer to your cloud providers documentation.

® Check if hyper-threading is enabled on your system. If the Iscpu command shows two threads per core then hyper-threading is on. Example:

$ | scpu
Architecture: x86_64
CPU op- node(s): 32-bit, 64-bit
Addr ess sizes: 39 bits physical, 48 bits virtual
Byte Order: Littl e Endian
CPU(s): 8
On-line CPY(s) list: 0-7
Vendor | D: Genui nel ntel
Mbdel nane: Intel (R Core(TM i7-6700 CPU @ 3. 40GHz
CPU fam ly: 6
Model : 94

Thread(s) per core: 2

® Check which threads share one CPU core. In the example below threads 0 and 4 share core 0, threads 1 and 5 share core 1, etc.

at /sys/ devices/systen cpu/ cpu*/topol ogy/thread_siblings_list

$ I scpu --extended
CPU NCDE SOCKET CORE
0 0

[

whNRrROoOMRE OO

1i:L2: L3 ONLINE MAXMHZ M NVHZ MHZ
:0 yes 4000, 0000 800, 0000 2100, 0669
0 yes 4000, 0000 800, 0000 2100, 0020
0 yes 4000, 0000 800, 0000 2100, 0920
0 yes 4000, 0000 800, 0000 2100, 0281
0 yes 4000, 0000 800, 0000 2099, 9751
0 yes 4000, 0000 800, 0000 2100, 0039
0 yes 4000, 0000 800, 0000 2100, 0371
0 yes 4000, 0000 800, 0000 2100, 0769

whRrowNhROor

L
0
1
2:
3:
o
1
2
3

~NOoO O WN R
[eNelelNoNeNeNoNeo)
O O O0Ooooo
WNEFPOWNERO
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® Disable threads such that there is only one active thread per core. Example:

$ sudo bash -c "echo 0 > /sys/devices/systenl cpu/ cpud/online'

[wer @quare GettingStartedCuides]$ |scpu --extended

CPU NCDE SOCKET CORE

0

~NOoO O WNRE
o O oo

o oo

0

o oo

o oo

w NP o
wN e

WN P

L1d:

0: 0:

W

=
=

N
N

1
2
3

L1i:L2: L3 O\LINE
0

1
2
3

0
0
0
0
0

0
0

yes
yes
yes
yes

no
yes
yes
yes

MAXMHZ
4000, 0000
4000, 0000
4000, 0000
4000, 0000
4000, 0000
4000, 0000
4000, 0000

M NVHZ
800, 0000
800, 0000
800, 0000
800, 0000
800, 0000
800, 0000
800, 0000

® Make configuration permanent by using a custom Linux startup script.
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VHZ
2200, 1321
2200, 0020
2200, 0300
2200, 5020
2200, 0171
2200, 0020
2200, 0891
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d Configuring an OCI Cloud Instance for

Contents

® General Prerequisites
® OCI New Instance Launch

General Prerequisites

As this description shows the basic setup of a Linux instance in OCI, it does not list specific prerequisites. However, depending on the use case, the
following prerequisites should be considered:

To set up a Linux instance in OCI, you need an OCI account.
Secondly, prerequisites will be different depending on the planned use of the instance:

® Option 1: the instance is to be used as a Charon emulator host system:

® Refer to the hardware and software prerequisite sections of the User's Guide and/or Getting Started guide of your Charon product to determine
the exact hardware and software prerequisites that must be fulfilled by the Linux instance. The image you use to launch your instance and the i
nstance type you chose determine the software and hardware of your cloud instance.

® A Charon product license is required to run emulated legacy systems. Contact your Stromasys representative or Stromasys VAR for details.
® Option 2: the instance is to be used as a dedicated VE license server:
® Refer to the VE License Server Guide for detailed prerequisites.

Certain legacy operating systems that can run in the emulated systems provided by Charon emulator products require a license of the original vendor
of the operating system. The user is responsible for any licensing obligations related to the legacy operating system and has to provide the
appropriate licenses.

OCI New Instance Launch

Please note: This section only shows a very basic example. Please refer to the Oracle Cloud documentation for more detailed information.
To start the creation of a new cloud instance, perform the following steps:
Step 1: log in to your Oracle Cloud environment.

Step 2: go to the instance list in the compute section and click on Create Instance.

Comgute Instances in testing2019 {root) Compartment

Soribye  Created Dase (Desch

ik
L

Isslance Cenfigurations

This opens the Create Compute Instance window.
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Step 3: on the first part of Create Compute Instance window, name your instance and select the correct image for it. If installing a prepackaged
marketplace Charon image, this image must be used. If you plan to install Charon using RPM packages, use a Linux version supported for your Charon
product version.

Create Compute Instance

HAME

we-vpe-lest

CREATE IN COMPARTMENT

L

mycompartment (rosot)

Configure placement and hardware Collapse

The availabilily domain helps delerming which shapes are available. A shape is a template that determines the number of CPUs, amount of
memuory, and other resources allocated fo an instance, The image is the operating system that runs on top of the shape,

ANARLABILITY DOMAIN

ADA1 AD 2 AD 3

Same:US-ASHEURN-AD-1 v Same:US-ASHBURN-AD-3
CHOOEE A FAULT DOMAR FOR THIS IMSTANCE
H yoia dan sedect a Fasll domain, Ovacks w cne [he be] placemienl dor

Image
le Li 7

ORACLE Oracle Linux 7.8 p——
Linus Image Build: 2020.09.23-0 o g

To select the correct image, select Change Image. This will allow you to browse the different available categories for the image from which to launch
your instance.

The image below shows an example of the image selection screen:

Browse All Images

An image is a template of a virtual hard drive that determines the oparating system and other software for an instance,
Images shown acconding lo permissions in compartment marketplace. CHANGE COMPARTMENT

aliorm Images .r:LI<l; drinar imafe: USLomm T O ume: e LA
Platt Imag Oracle Images Partner Images Custom Images Boot Volumes Image OCID

Pre-puilt images for Oracle Cloud Infrastruciure. See Oracle-Provided Images for more information.

Operating System
Canonical Ubuntu 16.04
Canonical Ubunty 16.04 Minimal

Canonical Ubunty 18.04

Optionally, change the compartment. Select the correct image and confirm your selection by clicking on Select Image at the bottom of the page. This will
take you back to the Create Compute Instance window.
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Step 4: in the middle part of the Create Compute Instance window, select the appropriate shape (i.e., the virtual Charon host hardware), the subnet
membership of the instance and whether to assign a public IP address. If required, you can also create a new virtual cloud network or a new subnet

here.

i n tel ') VM.Standard2.2

Wwour instance, assign a public IP address to the instance.

Network
© Select existing virtual cloud network

Virual cloud netwerkdn compartl (root) (Change Compartment)

we-labi

Subnet
© select existing subnet Creale new public subnet

@ compartl (root) (7) (Change Compartment)

Virtual Machine, 2 core OCPU, 30 GB memory, 2 Gbps network bandwidth

Metworking is how your instance connects to the internet and other resources in the Console

Create mew virtual cloud network

Collapse

Change Shape

. To make sure you can connect to

Enter subnet OCID

L

Public Subnet : mysubnet

L]

Public IP Addres

© Assign a public IPv4 address Do not assign a public IPv4 address

public |P address, you can always assign one later.

Z= Show advanced opfions

Assigning a public IP address makes this inslance accessible from the intemet, If yow're not sure whether you need a

To select an appropriate shape conforming to the hardware requirements of the emulated SPARC system, click on Change Shape.
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This will open a window where you can select the correct system type. For flexible shapes you will have to configure the required number of OCPUs.

Instancs type

Virtual Machine

Browse All Shapes

A virtual maching is an independent computing enviranment that

A shape is a template that determines the number of CPUs, amount of memory, and other resourcas allecated io a newly created inslance. Sae
Compute Shapes for more information.

Bare Metal Machine

A bare medal compute mstance gives you dedscaled physical server

Cancel

access lor highest perfformance and strong iselation.

Specialty and Legacy

Earber generation AMD and Intel Standard
shapes. Always Free, Dense 1'0, GPU, and
HPC shapes.

Network Bandwidth (Gbps)  Max. Total VNICs

runs on top of physical bars metal hardware. '
Shape senes
AMD Rome Intel Skylake
AMDZ Customizable OCPU count @ Fied OCPU count. Latest
For general purpose work- genaration Intel Slandard
loads, shapes. v
Shape Hame OCPU Memory (GB) Local Disk
WM. Slandard2 .1 1 15 Black Siorage Only 1
V. Slandard2.2 2 30 Black Siorage Only 2
Wi Sandard2 4 4 &0 Bleck Storage Only 4.1
VM. Slandard2 8 ] 120 Block Sworage Only 8.2
V. Slandand?. 16 16 240 Black Storage Only 16.4
Wi Standand2, 24 24 320 Block Storage Only 246
0 Selected

Showing & hems

Select the appropriate shape and confirm your selection by clicking on Select Shape at the bottom of the page. This will take you back to the Create

Compute Instance window.
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Step 5: near the bottom of the Create Compute Instance window create a new SSH key-pair or upload the public SSH key of an existing key-pair that
you will use to access your instance. If you create a new key-pair, you must download the private key and store it in a save place for later use. Optionally,
you can also download the public key.

Please note: if your management system supports it, for RHEL 9.x, Rocky Linux 9.x, and Oracle Linux 9.x use SSH key types ECDSA or ED25519. This
will allow connecting to these Charon host Linux systems using an SSH tunnel without the default crypto-policy settings on the Charon host having to be
changed for less secure settings. This is, for example, important for the Charon-SSP Manager. See also: https://access.redhat.com/documentation/en-us
/red_hat_enterprise_linux/9/html/security_hardening/using-the-system-wide-cryptographic-policies_security-hardening.

Add SSH keys

Linux-based instances wse an 55H key pair instead of a password 1o authenticabe remote users. Generale a key pair or upload your own public key now.

When you connect 1o the instancs, you will provide the associabed prvabe key.

() ‘GENERATE 55H KEYS CHOOSE B2H HEY FILES PAITE B5H KEYS NO ESHEEYS

Download the private key so that you can connect to the instance using S5H. R will nod be shown again.

4 Save Private Key | J Save Public Key

Step 6: optionally define non-default parameters (including the size) for the boot volume.

The boot volume section allows you to configure the boot volume of your instance with additional non-default parameters. For example, you can configure
disk encryption parameters and a non-default system disk size (recommended minimum system disk size: 30GB).

Configure boot volume

‘Your bood wolume is a detachable device that contains the image used to Boot your compute inslance

SPECIFY A CUSTOM BOOT WOLLIME SI7E

LESE IN-TRANEIT ENCHYP TRON

ERCRYPT THIS WOLLUKE WITH A KEY THAT YOU MANAGE

e Aot MaAnS0nG YOUT CWn ROCTYDEoe

© Stromasys 1999-2023 26/ 82


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/security_hardening/using-the-system-wide-cryptographic-policies_security-hardening#switching-the-system-wide-crypto-policy-to-mode-compatible-with-previous-systems_using-the-system-wide-cryptographic-policies
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/security_hardening/using-the-system-wide-cryptographic-policies_security-hardening#switching-the-system-wide-crypto-policy-to-mode-compatible-with-previous-systems_using-the-system-wide-cryptographic-policies

Charon in the OCI Cloud | Getting Started Guide Version 5 | 06 December 2023

Step 7: support an IMDSv2 authorization header for applications relying on the IMDS service to improve security. For this, open the additional options by
clicking on Show Advanced Options at the bottom of the instance creation page, select the Management tab, and activate the authorization header, as

shown below:

=& Hide advanced options

Management Availability Configuration Cracle Cloud Agent

Instance metadata service ’\}';

af ety on the nstance metadata senvice [

Require an authorization header

Initialization Script

You can provide a startup script that runs when your instance boots up or restarts. Starfup scripts can install software and
updates, and ensure that services are running within the virtual machine.

O Choose cloud-init script file Paste cloud-init script

For Charon-SSP marketplace images, this is supported starting with Charon-SSP marketplace images version 4.2.2 and VE license server 1.0.33. On
existing instances, this parameter can be changed, by editing the instance metadata service settings for the instance (go to Instance Details and click on
Edit in the line Instance Metadata Service).

Only change the configuration to IMDSv2 if the image you launched the instance from supports it. Otherwise, you may not be able to connect to
your instance. Please note: at the time of writing, the official CentOS 7 image on OCI did not support the new feature. If you create an instance to be
used as a host for a manual VE license server or Charon VE installation, verify the capabilities of the image used before you enable the new IMDSv2

feature.
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Step 8: Additional configuration for AutoVE setup.

If the instance is launched from a Charon AL marketplace image and is planned to use AutoVE licensing (instead of the public license servers), you must
add the corresponding information to the instance configuration before the first launch of the instance:

For OCI, you have to enter a cloud-init script at instance configuration in the Advanced Options section.

The following image shows an example:

2% Hide advanced oplions

Management Availability configuration Oracle Cloud Agent

Instance metadata senvice ()

Require an authorization header

" i, ang 9 ' ¥ nelance metadata serdcs (IMOS 51 LS | MDSYE er ol

Initiakization script
You can provide a startup script that runs when your instance boots up or restaris, Startup scripts can install software and
updates, and ensure thal services are running within the instance.

Chaose cloud-init script tile © Paste cloud-init script

#lbinsh
echo “primary_senver=10.10.10.10" » /opt'charon-license-senver
echo “backup_server=10.20.20.20" > loplicharon-cense-server

Valid User Data configuration options:

® primary_server=<i p- address>[: <port>]
® backup_ser ver =<i p- addr ess>[ : <port >]

where

® <jp-address> stands for the IP address of the primary and the backup server as applicable, and
® <port> stands for a non-default TCP port used to communicate with the license server (default: TCP/8083).

Please note: at least one license server must be configured at initial launch to enable AutoVE mode. Otherwise, the instance will bind to one of the
public license servers operated by Stromasys.
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Step 9: The networking type selection may be required to allow offloading parameters to be disabled on an Ethernet interface dedicated to the emulator.
For the Charon emulators, offloading parameters on the Ethernet interfaces it uses must be disabled. This is required for proper functionality and good
performance of the emulator. To allow this configuration to be correctly reflected in the underlying cloud instance NICs for Charon-SSP versions before
4.1.32, the correct networking type (HARDWARE ASSISTED (SR-I0OV) NETWORKING) must be chosen for the instance. For other emulator products,
this is required if a dedicated interface is used by the emulator and there are problems with disabling offloading parameters. For this, open the additional

options section by clicking on Show Advanced Options at the bottom of the network configuration section as shown below:

=& Hide advanced options

Use network securily groups to control traftie (2

Private |P address Ol

DNS record
© Assign a private DMS record Do not assign a private DNS record
Hostname  Optional

Fully qualified domain name: <hosiname=.sub09101614100.welab1.oracleven.com

Launch Options
Let Oracle Cloud Infrastructure choose the best networking type
Paraviriualized networking

O Hardware-assisled (SR-IOV) networking

Far low-lo ¥ workloads such as vie 1]

Some instances might not launch properly if you override the recommended networking type.

After your instance is running, you can test whether it launched successiully by connecting to it using a Secure Shell
(55H) or Remote Desktiop connection. If the connection fails, the networking type is not supported. The instance
must be relaunched using a supported netwarking type.

Learn more about recommended networking types.

On this tab select HARDWARE ASSISTED (SR-IOV) NETWORKING (after creation, the instance will display the NIC Attachment Type VFIO). Please

observe the warning displayed: not all shapes support this type properly.
Step 10: Click on Create at the bottom of the page to create your instance.
Step 11: verify your instance is running.

Your instance should now be visible in the list of compute instances.

Please note: It is recommended to create separate storage space (disk volumes) for Charon application data (e.g., disk images). If required, such

volumes can later easily be migrated to another instance (see Storage Management).
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Charon emulators that are to use Virtual Environments (VE) licenses require at least one VE license server on the Charon host system itself or an a
separate license server. It is recommended to run the VE license server on a dedicated system to avoid license invalidation caused by changes to the
system which are more likely to occur on a system used for other purposes as well, for example, to run a Charon emulator. It is also recommended to
install a backup license server to ensure continued operation in case of a failure or invalidation of the primary license.

Please note:

® This section provides a basic description on how to install the VE license server kit. Please consult the VE License Server user's guide in the Licensing
Documentation section of the Stromasys documentation site for a detailed description of the prerequisites for running the VE license server and the
configuration options available.

® |f an instance was installed from a prepackaged Charon emulator marketplace image, the installation package is already stored in /charon/storage.
Please check, if there are newer versions available that would be preferable for your environment.

® For conventional installations, Stromasys will provide you with a download location.

In the description below, the placeholders used have the following meaning:

® <mykey> is the private key of the key-pair you associated with your cloud instance
(for an on-premises VMware installation or an installation on a physical system where logging in with username/password is allowed, this is not
needed).

® <user>is the user associated with your license server instance (e.g., opc on OCI, centos for a CentOS instance on AWS, or the custom user on your
VMware virtual machine;
for an instance installed from a Stromasys-provided Charon AL or VE emulator marketplace image, use user charon for SFTP and user sshuser for
interactive login.

® <linux-ip> is the ip address of your license server system.

Perform the following steps to install the VE License Server software:

1. Copy the license server software package to the license server host (if needed):
a. For example, use sftp to connect to the VE license server system.
# sftp -i ~/.ssh/<nykey> <user>@<linux-ip>

b. Copy the software package to the license server system using the following SFTP command:
> put <local -path-to-license-server-package>

2. Use ssh to log in on the license server host.
# ssh-i ~/.ssh/<nmykey> <user>@l i nux-i p>

3. As a privileged user (root) go to the directory where you stored the installation package and install the package:

a. Become the root user: # sudo -i

b. Go to the package location: # cd <pat h-t o- package-di rect ory>
If you used SFTP to copy the package to an instance installed from a prepackaged Charon marketplace image, the home directory of the charon
user and the default location for file transfers is /charon/storage.
c. For VE license server 2.2.4 and above, unpack the archive and agree to the end-user license agreement:
i. # sh ./license-server-<version>.rpmsh
This will display the EULA. After agreeing to it, for version 2.2.4, the RPM installation package will be unpacked in the current directory. For

version 2.2.5 and later, the EULA and the RPM package will be unpacked in a subdirectory (license-server-<version>.rpm) of the current
working directory.

d. Install the package:

i. Go to the directory in which the RPM package is located.
ii. Linux7.x:# yuminstall |icense-server*.rpm
iii. Linux8.xand9.x:# dnf install |icense-server*.rpm

Below, you find the sample output of an installation (version 8.x of the supported Linux distributions; assuming that the RPM is in the current working
directory):
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# dnf install license-server-2.0.1.rpm
Last netadata expiration check: 0:19:36 ago on Di 03 Mai 2022 13:20:02 CEST.
Dependenci es resol ved.

Package Architecture Version Repository Si ze
Instal l'ing:
| i cense-server x86_64 2.0.1-1 @onmandl i ne 53 M

Transacti on Summary

Install 1 Package

Total size: 53 M

Installed size: 85 M

Is this ok [y/N: vy

Downl oadi ng Packages:

Runni ng transacti on check
Transaction check succeeded.
Runni ng transaction test
Transaction test succeeded.
Runni ng transaction

Preparing : 1/1
Running scriptlet: license-server-2.0.1-1.x86_64 1/1
Installing . license-server-2.0.1-1. x86_64 1/1
Running scriptlet: license-server-2.0.1-1.x86_64 1/1

Created symink /etc/systend/system nulti-user.target.wants/|icensed.service /etc/systend/ systenilicensed.service.
Verifying . license-server-2.0.1-1. x86_64 1/1

Instal | ed:
Iicense-server-2.0.1-1. x86_64

Conpl et e!
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Overview

The Charon-SSP Manager is the main interface for managing the emulated SPARC systems running on a Charon-SSP cloud host. Therefore, the Charon-
SSP Manager must be installed on every system that will be used to manage the Charon instances running on the Charon-SSP cloud host. Configuring
and managing Charon-SSP instances from the command-line is also possible, but outside the scope of this Getting Started Guide. Please refer to the
general Charon-SSP User's Guide for information about using the command-line.

Typically, for the management of a remote Charon host, the Charon Manager is installed on a system on customer premises, and uses an encrypted
connection to manage the Charon host in the cloud. The Charon Manager can also be installed on the Charon host itself and be accessed via X11-
Forwarding across an SSH connection. The latter currently requires additional package installation (via standard or local repository) on the Charon host.

Stromasys provides Charon-SSP Manager installation packages for the following operating systems:

® Linux distributions and versions:

® Oracle Linux, Red Hat Enterprise Linux, and CentOS: 7.x or higher (64-bit versions only). Please note that as of 1 January 2022 CentOS 8 is EOL.
For new deployments, it is recommended to use a non-EOL alternative. For existing installations, the possible negative impacts of staying with an
EOL host operating system should be carefully evaluated.

® Rocky Linux version 8.x (64-bit) or higher
® Ubuntu 17 or higher (64-bit)
® Microsoft Windows: versions 7, 8, 10, and (starting with Charon-SSP 5.6.1) version 11

Restriction: the Charon-SSP Manager is not supported on Linux hosts using Wayland when they run in a VMware instance with 3D-graphics. The
Manager will show erratic behavior in such cases.

Installation Packages

Installation packages are available in RPM or Debian package formats for Linux and as a ZIP-file for Microsoft Windows.

Please note: starting with SSP version 5.6.1, the RPM packages are distributed in an self-extracting archive. The archive required for the Charon-SSP
Manager is charon-gui-<version>.sh. It also contains the Charon-SSP Agent which must be installed on the Charon host system to be managed by the
Charon Manager. The archive must be unpacked on a Linux system (even if you need the kit for Microsoft Windows).

Use the following command to unpack the RPM packages:
Go to the directory containing the self-extracting archive.

Run the script: # sh charon- gui - <ver si on>. sh
Read the end-user agreement and accept it.

The RPM packages will be extracted in a subdirectory (charon-gui-<version>) of your current working directory.
Names of the Charon-Manager installation packages:
® RPM package: charon-manager-ssp-<version>.rpm

® Ubuntu package: charon-manager-ssp-<version>.deb
® Microsoft Windows package: charon-manager-ssp-<version>.zip
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There are different ways to obtain the Charon-SSP Manager installation packages. They are briefly described below:

a) For installation on a management system on customer premises if using a prepackaged cloud marketplace image:

The packages are included in the Charon-SSP cloud-specific image (in /charon/storage). Once a new instance has been launched, you can download the
Charon-SSP Manager archive from the running instance:

® Connect to the public IP address of the instance via SFTP using the private key assigned during launch and the user charon:
$ sftp -i <path-to-private-key> charon@public-ip-of-cloud-instance>

® Download the required package:
sftp> get charon-gui-<version>. sh

b) For installation on a Charon host where a conventional RPM installation was performed: Stromasys will provide you with a download link.
The Charon Manager packages are also included in the Charon agent RPM and available in /opt/charon-agent/ssp-agent/bin/ once the agent has been
installed.

Charon-Manager Installation on Linux

The Charon Manager can be installed on the Charon host itself or on a remote management system. For the Charon Manager to work, the Charon
Agent must have been installed on the Charon host system. The Charon Manager communicates with the Agent to configure and manage the
emulator instances.

When the Charon Manager is installed on a Linux host with a graphical user environment, the prerequisites are often already fulfilled. However, when
installing the Charon Manager on the Charon-SSP host in the cloud or on a Linux server without graphics (for example, to display it via a remote X11-
connection) instead of on a local management system, additional packages may have to be installed that normally are already available in a workstation
environment.

In particular, the Charon-SSP Manager requires the following packages:

libX11

xorg-x11-server-utils

gtk2

xorg-x11-xauth (only required for X11-Forwarding)

If you install the Charon Manager with the yum or dnf command, these packages (with the exception of xorg-x11-xauth) and any dependencies that
these packages themselves may have, are resolved automatically if a package repository is available. The xorg-x11-xauth package must be installed
separately (also with yum). If your server does not have access to the standard operating system repositories, refer to this document for instructions on
setting up a local repositories.

Please note:

® The exact list of additionally required packages depends on what is already installed on the server.
® To install dependencies on Ubuntu, please refer to your Linux documentation.
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Installation Steps on Linux

The following table describes the installation steps for Charon-SSP Manager:

Step Description

1 Installation on a Linux management system Installation on the Charon-SSP host system in the cloud (non-typical installation):
on customer premises (typical installation):

® | og in and become the root user on the Charon host using the following commands:

® |og in to the Linux management system $ ssh -i <path-to-private-key> sshuser@<cloud-instance-ip>
as the root user (denoted by the # # sudo -i
prompt). ® Please note: if the Charon host was not installed using a prepackaged marketplace
® Copy the installation package to your image, the username may be different and the installation package will have to be
local Linux management system (from copied to the Charon host in a separate step.

one of the sources described above).
2 Go to the directory where the package has been stored:
# cd <package-| ocati on>
3 Unpacking the shell archive:
® Run the script: # sh char on- gui - <ver si on>. sh

® Read the end-user agreement and accept it.
® The RPM packages will be extracted in a subdirectory (charon-gui-<version>) of your current working directory

4 Installing the package:

Assuming you are in the subdirectory containing the RPM file, use the following commands for supported Linux systems with RPM
package management:

® Linux 7.x: #yuminstall <filenane-of-package>
® linux 8.x and higher: # dnf install<fil enanme- of - package>

(For an installation on the cloud host system, check if xorg-x11-xauth is already installed if X11-Forwarding is planned.)

For systems with Debian package management (Ubuntu):
# dpkg -i <fil ename- of - package>
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Installation Steps on Microsoft Windows

The Charon-SSP Manager for Windows software is shipped as a zipped archive package which is contained in the charon-gui-<version>.sh archive.
After unpacking the archive on a Linux system, copy the ZIP file to your Microsoft Windows system and use the following instructions to complete the
installation.

1. Right-click on the zip archive charon-manager-ssp-{version}.zip and select Extract All.
2. A window titled Extract Compressed (Zipped) Folders opens. In this window:

a. Click on the Show extracted files when complete checkbox.
b. Click on the Extract button.
. A new Windows Explorer window opens showing the extracted packages.
. Double-click on the setup.exe executable to begin the installation.
. If you are presented with an Open File - Security Warning window, click on the Run button.

. You should now see the Charon-SSP Manager Setup Wizard. To proceed with the installation, click on the Next button. If the Windows Installer
reports that Charon-SSP Manager for Windows is already installed, you must deinstall the currently installed software before you can install a
different version. Normally, several versions can coexist.

7. To accept the default installation options, simply click on Next without modifying any options. Alternatively, the following installation options can be

adjusted:

[N 4) B SN oM}

a. Click on Browse to select an alternative installation target.

b. Click the appropriate radio button, Everyone or Just for Me, to specify system-wide or private installation respectively (the system-wide
installation will prompt for the administrator password if you are not using the administrator account).

c. To determine the approximate disk usage after the installation, click on the Disk Cost button.
d. Once all options have been set, click on Next.

8. Proceed with the installation by clicking on Next.

. Once the installation has completed, click on Close to exit the SSP-Manager Setup Wizard.

10. The installation process creates:

[<e]

a. A Charon Manager icon on the desktop
b. A Charon Manager entry in the Start menu (folder Stromasys)
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OCI Security Lists and Network Security Groups

Access to an OCI cloud instance can be controlled by

an external firewall,

the operating system firewall of the instance,

security list of the subnet to which the instance belongs, and
VNIC-specific Network Security Groups.

Security Lists

Security lists form the original type of virtual firewall offered by the Oracle cloud network service.

A security list acts as a virtual firewall for an instance. It has ingress and egress rules that specify the types of traffic allowed in and out. Security lists are
defined at the subnet level. Therefore, all VNICs in a given subnet are subject to the same set of security lists.

You can associate multiple security lists with a subnet. Each list can have multiple rules. Traffic is allowed if any rule in any of the lists allows the traffic.
Traffic is also allowed if it is the response traffic of a permitted tracked connection.

If you don't specify one or more other security lists during the creation of a subnet, a default security list will be associated with it.

Please see the relevant Oracle documentation for more information and configuration details.

Network Security Groups

Network Security Groups (or NSGs) form another type of virtual firewall. Unlike a security list, an NSG does not apply to all VNICs in a subnet, but is
assigned to specific VNICs connected to the subnet. This allows a more granular access control. By default, no NSG is assigned to a VNIC.

Please see the relevant Oracle documentation for more information and configuration detail.

Please note: Traffic is allowed if any rule in any of the relevant lists and groups allows the traffic. Traffic is also allowed if it is the response traffic of a
permitted tracked connection.
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Connecting to the Cloud Instance

With the default subnet security list, and without custom Network Security Groups installed, you can, for example, use SSH from the command-line or
from a tool such as PuTTY to access the command-line of the user sshuser (for Charon prepackaged marketplace images) or your custom user (for
RPM installations) on the Charon instance. If you select your instance in the instance list and then click on the name, you will see details about your

instance including its public IP address as shown below.

Compate = b
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To connect to the instance, you need the private key corresponding to the public key uploaded during the launch of the instance.

Please note:

® The file permissions of the private key file must be set such that the file is only readable by the user (e.g., # chnmod 400 <private-key-file>).
® PuTTY uses a different key file format. It comes with tools to convert between its own . ppk format and the format of OpenSSH used by the default

Linux tools.

There are several ways to connect to your Charon cloud instance using this basic SSH protocol access. Some of them are described in the following

sections below:

® SSH and SFTP Command-Line Access
® Connecting with the Charon Manager
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SSH and SFTP Comm -Line Access

Initial Access to the Instance

Once you have access to the instance, you can create the access you require for your applications. This section just shows the basic steps for initial
access to the instance.

SSH Interactive Access

To connect to the instance interactively, you must connect as the management user of your instance. Use the following command:

$ ssh -0 ServerAlivelnterval =30 -i <path-to-your-private-key> <nanagenent - user - nane>@xcl oudhost - | P- addr ess>
The parameter Ser ver Al i vel nt er val will protect the connection from timing out.
Please note:

Depending on the type of connection, you will have to use either the public IP address of the cloud system or its address in a customer-specific VPN.

The private key used must correspond to the public key installed in the authorized_keys file of the cloud instance management user. This is usually
done during initial cloud instance launch.

The management user account normally allows sudo access to privileged commands (use sudo -i).
If the instance was created using a Stromasys-provided AL or VE marketplace image, the management user for interactive login is the user sshuser.

File Transfer with SFTP

SFTP enables file transfers to and from the cloud instance. Use the management user of your instance. The security rules must allow SSH access to
allow SFTP access to the cloud instance.

Please note: Depending on the type of connection, you will have to use either the public IP address of the cloud system or its address in a customer-
specific VPN.

To connect to the instance, use the following command:

$ sftp -i <path-to-your-private-key> <nanagenent - user - nane>@xcl oudhost - | P- addr ess>

Please note:

Depending on the type of connection, you will have to use either the public IP address of the cloud system or its address in a customer-specific VPN.

The private key used must correspond to the public key installed in the authorized_keys file of the cloud instance management user. This is usually
done during initial cloud instance launch.

If the instance was created using a Stromasys-provided AL or VE marketplace image, the management user for file transfer is the user charon.
If the user charon is used to transfer files, the home directory for the file transfer will be /charon/storage.
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Connecting with the C Manager

® General Information
® Starting the Charon Manager and Login to Charon Host

® Starting the Charon Manager
® Entering Charon Manager Login Information and Connecting to Charon Host

General Information

To use the management GUI for Charon-SSP and the emulated SPARC systems, you must connect to the Charon-SSP cloud instance with the Charon-
SSP Manager. The Charon-SSP Manager is the main interface to all important functions of the Charon-SSP software. Managing Charon-SSP via the
command-line is possible but outside the scope of this document (please refer to the user's guide of the conventional product for more information).

Notes:

Typically, Charon-SSP Manager is installed either on the Charon host itself (if this system has a graphical interface) on a management system on
customer premises. This is the use-case described in this section. Other configurations are possible. For example, the Charon Manager could be
installed on a non-graphical Charon host in the cloud or in a VMware environment and be displayed on a remote system using X11-Forwarding via an
SSH connection.

For accessing a Charon host instance in a cloud across the Internet using its public IP address:

® The security configuration on your Charon host instance must at least allow SSH access. This allows the built-in SSH tunneling of the Charon-
SSP Manger to work. Should you not use SSH tunneling, you must open up additional ports. However, if the connection runs over the Internet
without a general VPN, Stromasys strongly recommends to use SSH tunneling to protect your Charon-SSP cloud instance and any emulated
systems running on it.

®  You must know the public IP address of the Charon-SSP host instance in the cloud. To determine this address, refer to the instance information
displayed on the cloud management console.

® To use the Charon Manager integrated SSH tunnel, you need the private SSH key of the key-pair associated with your instance.

For access a Charon host instance in a cloud via an SSH-based VPN or another VPN solution:

® Active SSH-based VPN (see SSH VPN - Connecting Charon Host and Guest to Customer Network in the Charon-SSP User's Guide) or other
active VPN solution

® Private IP address of the Charon-SSP host in the VPN

Information about the initial management