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Intended Audience and Documentation Overview

This Getting Started guide is intended for anyone who needs to install, configure, or manage the Stromasys Charon emulators in the AWS cloud. It can
be used as a starting point for installations that use the prepackaged Charon marketplace images available on the AWS Cloud marketplace, or when
creating a Linux server in the cloud for a conventional RPM installation of Charon emulator products. A general working knowledge of Linux and its
conventions is expected.

Please note:

® This Getting Started guide is a generic guide for all Linux-based Charon emulator products that are to be run in the AWS cloud. Therefore, you will
find that some of the content is not applicable to your product. The focus of the document is on the common aspects of implementing a Charon
emulator in the AWS cloud.

® The descriptions in this Getting Started guide are for Charon host systems running a supported Linux operating system. Windows host systems are
not within the scope of this guide.

Overview of the relevant documentation for Charon emulators in cloud environments:

® This Getting Started Guide covers basic cloud-specific aspects when installing a Charon emulator product in the cloud. It can be used as a starting
point for installations that use the prepackaged Charon marketplace images available on the AWS Cloud marketplace, or when creating a Linux
server in the cloud for a conventional RPM installation of Charon emulator products.

® The general User's Guides for each emulator product (please refer to the Stromasys documentation page) cover features, configuration, and
management of the respective Charon emulator product.

® The VE License Server User's Guide in the Licensing Documentation section of the Stromasys Product Documentation site covers features,
installation, and management of the VE (Virtual Environment) license server and the VE licenses.

® The Release Notes of your product provide important information regarding known problems and possible workarounds.

For additional information about this product, please contact Stromasys at the regional offices listed below in Obtaining Technical Assistance or General
Product Information, send an email to Team.Support. AWS@Stromasys.com, or contact your Stromasys VAR.
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Document Structure

Introduction to Charon Emulators: overview of emulator concepts.
Creating an AWS Instance for an Emulator Host: basic steps to create and launch a cloud instance to be used as a Charon host system.
Installing the Charon-SSP Manager (Charon-SSP only): steps to install the main management tool for the cloud-based Charon-SSP host instance (if
using the Charon-SSP emulator).

® |nstalling the VE License Server Software: steps to install the VE license server package if VE licenses are to be used and there is no existing VE
license server yet.

® Accessing the Charon Cloud Instance: explains how to use SSH, SFTP, and the Charon-SSP Manager to access the cloud-based Charon host
instance for management and file transfer, and how to set the initial management password.

® Additional AWS Instance Configuration for Charon: adding additional storage and network interfaces; cloud-specific networking aspects.

Please note:

® Cloud providers may change their management GUI without prior warning. Hence, the screenshots in this document may not always reflect the latest
GUI appearance of the cloud provider. However, they will still provide an illustration of the described configuration steps.

® In general, the sample outputs in this document may show different versions than the one documented in this manual, but they are still representative
of what a user will see.
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Obtaining Documentation

The latest released version of this manual and other related documentation are available on the Stromasys support website at Product Documentation
and Knowledge Base.

Obtaining Technical Assistance or General Product Information

Obtaining Technical Assistance

Several support channels are available to cover the Charon virtualization products.

If you have a support contract with Stromasys, please visit http://www.stromasys.com/support/ for up-to-date support telephone numbers and
business hours. Alternatively, the support center is available via email at support@stromasys.com.

If you purchased a Charon product through a Value-Added Reseller (VAR), please contact them directly.

Obtaining General Product Information

If you require information in addition to what is available on the Stromasys Product Documentation and Knowledge Base and on the Stromasys web site y
ou can contact the Stromasys team using https://www.stromasys.com/contact/, or by sending an email to info@stromasys.com.

For further information on purchases and the product best suited to your requirements, you can also contact your regional sales team by phone:

Region Phone Address

Americas +1 919 239 8450 Stromasys LLC
871 Marlborough Ave, suite 100,
Riverside CA 92507
USA

Europe, Middle-East and Africa = +41 22 794 1070 Avenue Louis-Casai 84

1216 Cointrin
Switzerland
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Conventions

Notation

$

#

>

User i nput
<pat h>

Qut put

[]

dskO

Description

The dollar sign in interactive examples indicates an operating system prompt for VMS.

The dollar sign can also indicate non superuser prompt for UNIX / Linux.

The number sign represents the superuser prompt for UNIX / Linux.

The right angle bracket in interactive examples indicates an operating system prompt for Windows command (cmd.exe).
Bold monospace type in interactive examples indicates typed user input.

Bold monospace type enclosed by angle brackets indicates command parameters and parameter values.

Monospace type in interactive examples, indicates command response output.

In syntax definitions, brackets indicate items that are optional.

In syntax definitions, a horizontal ellipsis indicates that the preceding item can be repeated one or more times.

Italic monospace type, in interactive examples, indicates typed context dependent user input.

Definitions

Term Description

Host | The system on which the emulator runs, also called the Charon server

Guest = The operating system running on a Charon instance, for example, Tru64 UNIX, OpenVMS, Solaris, MPE or HP-UX

Related Documents

® Charon emulator documentation

® VE License Server User's Guide in Licensing Documentation
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Emulator Concepts

The Charon emulator products allow users of SPARC, PA-RISC, Alpha, and VAX legacy systems to replace their native hardware in a way that requires
little or no change to the original system configuration. This means you can continue to run your applications and data without the need to switch or port
to another platform. The Charon emulator software runs on commaodity, x86 64-bit systems ensuring the continued protection of your investment.

The image below shows the basic concept of migrating physical hardware to an emulator:
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Charon Emulator Products

Stromasys currently provides the following emulator products:

® Charon-AXP/VAX (including PDP)
® Charon-SSP
® Charon-PAR

Please note: this guide is focused on an implementation on Linux.Therefore, it will not deal with the PDP emulator which is only available on Microsoft
Windows.
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General Installation Options for Emulators on Linux Cloud Instances

In general there are the following installation options for emulator products on Linux hosts in the cloud:

® |nstallation using RPM packages. This option is available for all products. The products were tested on AWS, GCP, Azure, Nutanix, and OCI.
However, there may still be requirements of a legacy operating system that cloud environments cannot provide. Please contact your Stromasys
representative for more information to discuss potential limitations, and if you would like to run Charon in a different Cloud environment.

® |nstallation based on Stromasys-provided marketplace images in selected clouds (not available for all products and all clouds). Such marketplace
images include the Linux host operating system and the Charon emulator product. They can be provided for two different types of product licensing:

® Automatic Licensing (AL) for which billing of cloud instance and Charon product is handled by the cloud provider. Public license servers for this
option are operated by Stromasys (private AutoVE licensing with customer-operated license server is possible as an alternative).

® Virtual Environment Licensing (VE) for which the billing of the cloud instance is handled by the cloud provider, the billing for the Charon product
is handled by Stromasys or its partners. The license server is operated by the customer.

Marketplace image availability at the time of writing
AWS Charon-SSP: Amazon Linux (AL)
Charon-SSP: VE
Charon-PAR: VE
Charon-AXP/VAX: VE - planned
Azure Charon-SSP: VE
o]¢]] Charon-SSP: VE
Charon-PAR: VE

GCP Charon-SSP: VE - planned

For up-to-date availability information of marketplace images (in particular for AL marketplace images), please contact your Stromasys
representatives.

At the time of writing the VE license server provided by Stromasys was available for Linux systems running on the following platforms:

VE license server availability at the time of writing
Cloud platforms AWS
Azure
GCP
OClI
IBM
Nutanix

Other platforms

VMware
Physical servers
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VE licensing availability for Charon emulator products at the time of writing:
At the time of writing, the following Charon emulator products supported VE licensing:
® Charon-SSP

® Charon-PAR
® Charon-AXP/VAX (Linux only)

Management Options for Charon Emulator Instances in the Cloud

All Charon emulators running on a Linux host can be managed from the command-line.
Stromasys provides additional management tools for the different products. Availability of these products in cloud environments:

Charon-SSP: the Charon Manager and the Charon Director fully support cloud-based Charon instances.

Charon-PAR and Charon-AXP/VAX: at the time of writing, the Linux toolkit was not fully cloud-enabled yet. A new version supporting cloud-relevant
features is planned (no release date known at the time of writing) and will be made available by Stromasys via the normal software distribution
channels.
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This chapter describes how to set up a basic Charon host instance in the AWS cloud.

® Charon Licensing for Stromasys Emulators in the AWS Cloud
® (Charon Host Cloud Instance Prerequisites
® Creating and Configuring AWS Cloud Instances for Charon Hosts
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Licensing Emulators in the AWS Clo

General Information

New Charon-SSP Marketplace Image (Amazon Linux) - Overview
Original Charon-SSP Marketplace Image (Automatic Licensing) - Overview
VE Licensing Overview

General Information

This chapter describes the basic licensing options available for Charon instances in cloud environments. Please note that even though other solutions
may be possible the ones listed here represent the recommended solutions for Charon cloud-based solutions.

Charon emulators require a license to run emulated SPARC systems. For a typical cloud-based installation, there are different Charon product variants
with different licensing models. As availability may differ depending on cloud environment, please contact your Stromasys representative for any
questions about product availability and licensing options.

The following options that are typically used in a cloud environment are described briefly in the sections below.

Charon-SSP only:
1. Original Charon-SSP AL marketplace image: the cloud-specific, prepackaged Charon-SSP AL (Automatic Licensing) marketplace image offers pay-
as-you-go billing for Charon-SSP. Please contact Stromasys Sales should you be interested in this option. It utilizes either

® a public, Stromasys-operated cloud-specific license server, or
® a private customer-operated VE license server operating in AutoVE mode.

2. New Charon-SSP Amazon Linux marketplace image: the cloud-specific, prepackaged Charon-SSP Amazon Linux marketplace image also offers
pay-as-you-go billing for Charon-SSP. It utilizes a public, Stromasys-operated cloud-specific AutoVE license server. Please contact your Stromasys
representative should you require your own private AutoVE license server.

All Charon products:

Charon VE Licensing (Virtual Environment) utilizing a customer-operated, private VE license server in a supported cloud environment. The license
server, in this case, operates in general VE mode. Charon emulators using general VE licensing are available as a

® prepackaged marketplace image on some cloud platforms, and
® in RPM package format for a conventional installation.

Guest operating system licensing requirements:

The user is responsible for any licensing obligations imposed by the legacy operating system running as a guest system inside the emulator, and has to
provide the appropriate licenses.
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New Charon-SSP Marketplace Image (Amazon Linux) - Overview

Currently, only available for Charon-SSP.

When a cloud instance is launched from an AWS Charon-SSP Amazon Linux marketplace image, this instance requires a license to run emulated
SPARC systems. This license is created automatically upon first launch of the Charon-SSP instance. By default, such an instance uses public, Stromasys-
operated AutoVE servers.

Please note the following points:

® Metered billing. You will be billed by AWS for your use of the Charon-SSP instance. Stromasys will not bill you directly. The billing depends on the
sizing of the Charon host system.

® By default, this option requires that Charon instances have Internet access (via their own public IP address or NAT) for the license mechanism to
work. If NAT is used, the gateway must be an instance in the same cloud (i.e., the source IP address must be from the address range of the same
cloud provider in which the Charon host instance runs). The public, Stromasys-operated AutoVE license servers must be reachable on port 8083.
Also, a DNS service must be reachable to resolve the host names of the license servers, or corresponding entries in /etc/hosts must exist. The license
server details are provided below.

Should you require a private AutoVE server (making the need of access to the public Internet obsolete), please contact your Stromasys representative.

If you change the instance type after first launching the instance and thereby change the number of CPU cores (or if the number of CPU cores is
changed by any other method), the license will be invalidated.

® Some licensing problems or other requirements (e.g., additional CPU cores needed) may make it necessary to move the emulator to a new instance.
Therefore, it is strongly recommended to store all relevant emulator data on a separate disk volume that can easily be detached from the old instance
and attached to a new instance.

® |f you need to set up a new Charon host instance with using the public AutoVE servers, you must create it via launching a new instance from the
appropriate marketplace image and (as necessary) copying/moving the emulator data and configuration to the new instance. Cloning the instance with
will result in a system with an invalid license.

® Should access to the license be lost, there is a grace period of 24 hours. If license access is not restored within this period, the emulator will stop (if a
guest system is running at the time, this is the equivalent of disconnecting the power without clean shutdown, i.e., it may lead to loss of data).

At the time of writing, the public Stromasys-operated AutoVE license servers in AWS were

® aws-autove-pri.stromays.com and
® aws-autove-snd.stromays.com
® TCP port 8083

They have to be entered in the user data of the instance before first launch (image specifications at the time of writing).
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Original Charon-SSP Marketplace Image (Automatic Licensing) -

Overview

Currently, only available for Charon-SSP and only on selected clouds. Please contact Stromasys Sales should you be interested in this option.

When a cloud instance is launched from a Charon AL marketplace image, this instance requires a license to run emulated systems. This license is
obtained automatically from a Stromasys-operated license server upon first launch of the Charon AL instance.

Please note the following points:

® Metered billing. You will be billed by the cloud provider for your use of the Charon-SSP AL instance. Stromasys will not bill you directly. The billing
depends on the sizing of the Charon host system.

® Charon AL instances require Internet access (via their own public IP address or NAT) for the license mechanism to work. If NAT is used, the gateway
must be an instance in the same cloud (i.e., the source IP address must be from the address range of the same cloud provider in which the Charon
host instance runs). The public, Stromasys-operated license servers must be reachable on port 8080 (SSP before version 5.5.5) or port 8081 (SSP
version 5.5.5 or higher). Also, a DNS service must be reachable to resolve the host names of the license servers, or corresponding entries in /etc/hosts
must exist. The license server details are provided below.

® |f you change the instance type after first launching the instance and thereby change the number of CPU cores (or if the number of CPU cores is
changed by any other method), the license will be invalidated and you will have to create a new instance.

® Some licensing problems or other requirements (e.g., additional CPU cores needed) may make it necessary to move the emulator to a new instance.
Therefore, it is strongly recommended to store all relevant emulator data on a separate disk volume that can easily be detached from the old instance
and attached to a new instance.

® |f you need to set up a new Charon host instance with AL licensing, you must create it via launching a new instance from the appropriate marketplace
image and (as necessary) copying/moving the emulator data and configuration to the new instance. Cloning an instance with AL licensing will result in
a system with an invalid license.

® Should access to the license be lost, there is a grace period of 24 hours. If license access is not restored within this period, the emulator will stop (if a
guest system is running at the time, this is the equivalent of disconnecting the power without clean shutdown, i.e., it may lead to loss of data).

At the time of writing, the public Stromasys-operated license servers in AWS were

cloud-Ims1.stromasys.com and

cloud-Ims2.stromasys.com

TCP port 8080 for SSP version before 5.5.5 (old certificates)
TCP port 8081 for SSP version 5.5.5 or higher (new certificates)
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VE Licensing Overview

Charon VE License Characteristics

The main characteristics of VE licenses are the following:

Software licenses only.

Installed on the Charon host or on a separate license server. A separate license server reduces the risk of accidentally invalidating a license.
Require the Charon VE license server software (the RPM package is included in the prepackaged, cloud-specific marketplace Charon VE image).
Require matching Charon emulator software (preinstalled on the prepackaged, cloud-specific marketplace Charon VE image).

Different modes of operation:

® For general VE mode, the customer is billed by Stromasys depending on the number and type of the emulated systems allowed by the installed
license(s). The license server software itself is free of charge.

® AutoVE mode is an extension of automatic licensing and introduces metered billing (by the cloud-provider) for VE licenses in cloud environment. It
defines how many Charon host instances can be run based on the respective license. The number of emulated systems on each host instance is
limited by the host resources, not the license. The emulator host instance must be based on an Charon AL marketplace image, and license server
and emulator host must be in the same cloud. At the time of writing, this option was available only for Charon-SSP on selected clouds. Please
contact Stromasys Sales should you be interested in this option.

® The license server for both modes is managed by the customer.

If supported by the cloud provider, the VE license server instance can be moved to a different subnet, as long as the original instance can be moved. Itis
also possible to backup and restore (to the same instance) the license server data. However, the following actions will invalidate the license:

Changing the number of CPU cores of the license server system.
Copying the license server data to a different instance.

Seriously damaging the root filesystem of the license server system.
Re-installing the license server system.

Copying the virtual machine on which the license server runs. This includes cloning a virtual machine, or recovering a backup into a new virtual
machine.

Please note: Charon-SSP 5.5.5 and VE license server 2.1.3 introduce new certificates and the option to use user-defined certificates. Please review the V
irtual Environment (VE) License Server Documentation for details and to avoid possible compatibility problems between old and new versions.

Charon VE License Server Communication Requirements

For proper operation, the system on which the license server runs has the following communication requirements:

Communication with the cloud infrastructure:

For proper functionality, the AWS cloud instance on which the license server runs must be able to communicate with the cloud infrastructure:

® The metadata server of the cloud environment (169.254.169.254)

® The host iam.amazonaws.com (the system must be able to resolve the name to an IP address)

It must also be able to communicate with the client systems using the license. The following ports are used for this communication by default:

® TCP/8083: must be permitted from the client to the license server to enable the use of the license by the client.

® TCP/8084: must be permitted by the license server for any system that should access the web interface to display license information. It is not
required for providing a license to a license client system.

In current VE license server versions, the default ports can be changed in the file /opt/license-server/config.ini. Please refer to the VE license server
guide for details.

Basic License Installation Steps Before an Emulator Can be Started

If there is no VE license server running already, decide on which cloud instance it should run and install the VE License Server package on the
selected system. The VE License Server RPM package is included in the prepackaged Charon VE marketplace images. Alternatively, Stromasys will
provide a download location. See Installing the VE License Server Software.

If you don't already have a license, contact your Stromasys representative to procure an appropriate license.
Log in on your Charon VE License Server instance.

Create a C2V file and send it to the email address Stromasys will provide to you.

Install the V2C file you will receive from Stromasys.

Configure the emulator instance(s) to use the license server.

Please refer to the Licensing Documentation for more information.
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n Host Cloud Instance Prerequisites

® Cloud Instance Prerequisites for Charon
® Cloud Instance Software Prerequisites Overview
® Cloud Instance Hardware Prerequisites Overview

® Hardware Prerequisites for Charon-SSP Cloud Host Instances

® Charon-SSP General Notes
® Charon-SSP Cloud Instance Prerequisites
® Hardware Prerequisites for Charon-AXP Cloud Host Instances

® Charon-AXP Number of CPU Cores and CPU Speed
® Charon-AXP Memory Requirements
® Charon-AXP Disk Storage
® Charon-AXP Ethernet Adapters
® Hardware Prerequisites for Charon-VAX Cloud Host Instances

® Charon-VAX Number of CPU Cores and CPU Speed
® Charon-VAX Memory Requirements
® Charon-VAX Disk Storage
® Charon-VAX Ethernet Adapters
® Hardware Prerequisites for Charon-PAR Cloud Host Instances
® Hyper-Threading on Cloud Instances

Cloud Instance Prerequisites f

The cloud instance for running a Charon emulator is also called the Charon host. When creating a cloud instance for Charon, there are hardware and
software prerequisites.

Hardware prerequisites of a cloud instance:

For a cloud instance, the hardware characteristics of the instance (e.g., how many CPU cores and how much memory your virtual Charon host system
will have) are defined by selecting an instance type or shape. This determines the virtual hardware that will be used for the Charon host instance in the
cloud.

Software prerequisites of a cloud instance:

If you use a Charon marketplace image to launch your instance, all Linux host operating system requirements are fulfilled. For conventional emulator
installations, the Charon host cloud instance must be based on a supported Linux version.
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Cloud Instance Software Prerequisites Overview

This section provides a basic overview of supported Linux distributions and versions for the current versions of the different emulator products (at the time

of writing).

Please always refer to the Charon emulator documentation of your emulator product and version for details and up-to-date information.

Emulator product Red Hat Linux
Charon-SSP version 5.6.7 7.0-79
8.1-8.6
9.0-9.2
Charon-AXP/VAX 4.12 7.x
8.x
9.x
Charon-PAR 3.0.12 7.x (min. 7.4)
8.x

9.x

Only 64-bit versions of Linux are supported.

Rocky Linux

8.1-8.6
9.0-9.2

8.x
9.x

Oracle Linux CentOS
7.0-79 7.0-79
8.1-8.6
9.0-9.2

7.x
7.x (min. 7.4) 7.x (min. 7.4)
8.x
9.x

Cloud Instance Hardware Prerequisites Overview

The sections below provided an overview of basic hardware prerequisites for the different emulator products. Please note the following points

regarding the sizing guidelines:

The sizing information below—in particular regarding number of host CPU cores and host memory—show the minimum requirements.
Every deployment situation must be reviewed and the actual host sizing has to be adapted as necessary.
In a hyper-threading environment, for best performance, the number of CPU cores (i.e., real/physical CPUs) should be sufficient to fulfill CPU

requirements of the active emulators, thus avoiding high-workload threads sharing one physical CPU core. If possible, hyper-threading should be

disabled.

Please always refer to the Charon emulator documentation of your emulator product and version for details and up-to-date information.

© Stromasys 1999-2024
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Hardware Prerequisites for Charon-SSP Cloud Host Instances

Charon-SSP General Notes

Please note the following points regarding the sizing guidelines:

® The sizing guidelines below—in particular regarding number of host CPU cores and host memory—show the minimum requirements.
Every deployment situation must be reviewed and the actual host sizing has to be adapted as necessary. For example, the number of CPU cores
available for /O must be increased if the guest applications produce a high 1/0 load. Also, a system with many emulated CPUs is typically able to
create a higher I/O load and thus the number of CPU cores available for I/O may have to be increased. In a hyper-threading environment, for best
performance, the number of CPU cores (i.e., real/physical CPUs) should be sufficient to fulfill CPU requirements of the active emulators, thus avoiding
high-workload threads sharing one physical CPU core.

The CPU core allocation for emulated CPUs and CPU cores for I/O processing is determined by the configuration. See CPU Configuration in the
general Charon-SSP User's Guide for more information about this and the default allocation of CPU cores for I/O processing.

Important general information:

® To facilitate a fast transfer of emulator data from one cloud instance to another, it is strongly recommended to store all relevant emulator data on a

separate disk volume that can easily be detached from the old instance and attached to a new instance.

Please make sure to dimension your instance correctly from the beginning (check the minimum requirements below). The Charon-SSP license for Cha
ron-SSP AL is created when the instance is first launched. Changing later to another instance size/type and thereby changing the number of CPU
cores will invalidate the license and thus prevent Charon instances from starting (new instance required). If planning to use the Charon-SSP AL
instance in AutoVE mode, be sure to include the AutoVE server information before first launch, otherwise the public license servers will be used.

The license for Charon-SSP VE is created based on the fingerprint taken on the license server. If the license server is run directly on the emulator
host and the emulator host later requires, for example, a change in the number of CPU cores, the license will be invalidated, unless it is transferred

out of the system beforehand - then the resulting transfer file and a new C2V file from the changed system can be used to obtain a new license from
Stromasys.

Charon-SSP Cloud Instance Prerequisites

General CPU requirements: Charon-SSP requires modern x86-64 architecture processors. This could be Intel Servers based on Haswell v3 processors
or later, or Desktop Core |17 (CPU frequency at least 3.0 GHz). AMD processors of the same or higher performance are also supported.

Minimum requirements for Charon-SSP:

®  Minimum number of host system CPU cores:

® At least one CPU core for the host operating system, plus:
® For each emulated SPARC system:

® One CPU core for each emulated CPU of the instance, plus:

® At least one additional CPU core for I/O processing (at least two, if server JIT optimization is used). See the CPU Configuration section
mentioned above for configuration options. By default, Charon will assign 1/3 (min. 1; rounded down) of the number of CPUs visible to the
Charon host to I/O processing.

®  Minimum memory requirements:
® 4GB or more of RAM for the Linux host operating system. The actual requirements may be higher and will depend on the requirements of the non-
emulator services running on the Linux host. The previous recommendation of at least 2GB of RAM for the Linux host will still be valid for many
systems, but the increasing requirements of the Linux operating system and applications have led to the updated recommendation for new
installations. Plus:
® For each emulated SPARC system:
® The configured memory of the emulated instance, plus:
® 2GB of RAM (6GB of RAM if server JIT is used) to allow for DIT optimization, emulator requirements, run-time buffers, SMP and graphics
emulation.
® |f hyper-threading is enabled on modern x86-64 CPUs, two threads can run on one physical CPU core providing two logical CPUs to the host
operating system. If possible, disable hyper-threading on the Charon-SSP host. However, this is frequently not possible in VMware and cloud
environments, or it is unclear whether hyper-threading is used or not. The Charon-SSP hyper-threading option enables Charon-SSP to adapt to such
environments. See the CPU Configuration section in your general Charon-SSP User's Guide mentioned above for detailed configuration information. P
lease note: for best performance, Charon-SSP threads should not share a physical CPU core — enough physical cores should be available on the
host system to satisfy the requirements of the configured emulator(s).
® One or more network interfaces, depending on customer requirements.
[ ]

Charon-SSP/4U+ and Charon-SSP/4V+ must run on physical hardware supporting Intel VT-x/EPT or AMD-v/NPT (baremetal instances) and
therefore cannot run in all cloud environments. Please check your cloud provider's documentation for the availability of such hardware. In addition,
note the following points:

® Charon-SSP/4U+ and Charon-SSP/4V+ are only available when using a Linux kernel supported by Stromasys. Please refer to the general Charon-
SSP user's guide for details (see CHARON-SSP for Linux).

® Please contact Stromasys or your Stromasys VAR if you need this type of emulated SPARC hardware to discuss your requirements in detail.
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Hardware Prerequisites for Charon-AXP Cloud Host Instances

Charon-AXP Number of CPU Cores and CPU Speed

Each Charon-AXP emulated CPU requires a corresponding physical core. So the total number of the host CPUs must exceed the number of emulated
CPUs since some of the host CPUs must be dedicated to serving CHaron 1/O operations and host operating system needs. If several Charon instances
run in parallel, the required number of CPU cores is cumulative.

The following table lists the minimum and recommended number of CPUs required for each virtual HP Alpha instance (note that each Charon instance is
able to run on 2 CPU cores hosts, but this configuration does not support emulation of all the virtual CPUs):

CHARON-AXP product Minimum number of host CPU cores Recommended number of host CPU cores
HP AlphaServer 400 - HP AlphaServer 4100 2 2
HP AlphaServer DS10/DS10L/DS15 2 2
HP AlphaServer DS20/DS25 4 4
HP AlphaServer ES40/ES45 6 8
HP AlphaServer GS80 10 16
HP AlphaServer GS160 18 32
HP AlphaServer GS320 34 48

When starting, the Charon-AXP software checks the available number of host CPU cores. This check is based on the maximum number of AXP CPUs
that can be emulated if this number is not restricted by the n_of_cpus parameter. If the available number of host CPU cores is below this number,
Charon-AXP will issue a warning message even if the requirements for the configured number of AXP CPUs are fulfilled. The Charon-AXP software will
work despite this warning if the requirements for the configured number of AXP CPUs are fulfilled.

Hyper-threading must be switched off completely. Normally, hyper-threading is disabled in the BIOS settings. In cloud environments, it depends on
the cloud provider if and how the number of vCPUs per core can be limited to one.

CPU speed: the general recommendation is that a higher CPU frequency will lead to better performance of the emulated HP Alpha system. The
minimum recommendation is at least 3 GHz.

Charon-AXP Memory Requirements

Minimum host memory size:

® |t depends on the amount of Alpha memory to be emulated and on the number of Charon-AXP instances to be run on one host.
® |tis calculated using the following formula:
Minimum host memory = (2GB + the amount of HP Alpha memory emulated) per Charon-AXP instance

Charon-AXP Disk Storage

The instance needs sufficient disk space for the host and guest operating system and all the emulated storage devices of the legacy system.
To facilitate a fast transfer of emulator data from one cloud instance to another, it is strongly recommended to store all relevant emulator data on a
separate disk volume that can easily be detached from the old instance and attached to a new instance

Charon-AXP Ethernet Adapters

Charon- AXP networking requires one of the following:

® One or more dedicated host Ethernet adapters; their number must be equal to the emulated adapters to be configured in Charon-AXP. One adapter
must be available to the host for TCP/IP networking, management interface, etc. For this option, you must take into account the cloud-typical
restrictions when using dedicated network adapters (e.g., IP unicast only, MAC must not be changed, cloud-provided IP address must be used by
guest). Please refer to your cloud-providers documentation and the section Charon Cloud Networking Information in this guide.

® Virtual network interfaces connected to a local bridge configured inside the Charon host.
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Hardware Prerequisites for Charon-VAX Cloud Host Instances

Charon-VAX Number of CPU Cores and CPU Speed

Each CHARON emulated CPU requires a corresponding physical core. So the total number of the host CPUs must exceed the number of emulated CPUs
since some of the host CPUs must be dedicated to serving CHARON /O operations and host operating system needs. If several CHARON instances run
in parallel, the required number of CPU cores is cumulative.

The table below lists the minimum and recommended number of CPUs required for each product:

CHARON-VAX model Minimal number of CPU cores Recommended number of CPU cores

VAX 6610 2 4
VAX 6620 3 4
VAX 6630 4 6
VAX 6640 6 8
VAX 6650 8 12
VAX 6660 8 12
Other models 2 2

When starting, the CHARON-VAX software checks the available number of host CPU cores. This check is based on the maximum number of VAX CPUs
that can be emulated. Therefore the number of host CPU cores recommended for the maximum number of emulated CPUs - as shown in the right
column of the table above - must be available. If the available number of host CPU cores is below this number, CHARON-VAX will issue a warning
message. The CHARON-VAX software will work despite this warning.

Hyper-threading must be switched off completely if possible. Normally, hyper-threading is disabled in the BIOS settings. In cloud environments, it
depends on the cloud provider if and how the number of vCPUs per core can be limited to one.

CPU type and speed:
® Since Charon-VAX utilizes the LAHF instruction in VAX CPU emulation don't use early AMD64 and Intel 64 CPUs in a Charon host system since they

do not support this instruction. AMD introduced the instruction with their Athlon 64, Opteron and Turion 64 revision D processors in March 2005 and Int
el introduced it with the Pentium 4 G1 stepping in December 2005.

CPU speed: the general recommendation is that the higher the CPU frequency is, the better the emulated VAX performances will be. The minimum
recommendation is at least 3 GHz.

Charon-VAX Memory Requirements

Minimum host memory size:

® |t depends on the amount of VAX memory to be emulated and on the number of Charon-VAX instances to be run on one host.

® |t is calculated using the following formula:
Minimum host memory = (2GB + the amount of VAX memory emulated) per Charon-VAX instance

The maximum amount of VAX memory that can be created in the CHARON-VAX/66x0 products and supported by OpenVMS/VAX is 3584 Mb.

Charon-VAX Disk Storage

The total amount of disk space required for Charon-VAX can be calculated as a sum of all the disk/tape image sizes plus 50 MB for the Charon software
plus the space required for the host operating system. Temporary disk storage is often needed when setting up a new virtual machine (for source disks
backups storage, software installation kits, etc...).

When virtual disks/tapes are used to represent physical disk drives / magnetic tapes, the disk/tape image files have the same size as their hardware
equivalent, regardless of their degree of utilization.
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Charon-VAX Ethernet Adapters

Charon- VAX networking requires one of the following:

® One or more dedicated host Ethernet adapters; their number must be equal to the emulated adapters to be configured in Charon-VAX. One adapter
must be available to the host for TCP/IP networking, management interface, etc. For this option, you must take into account the cloud-typical
restrictions when using dedicated network adapters (e.g., IP unicast only, MAC must not be changed, cloud-provided IP address must be used by
guest). Please refer to your cloud-providers documentation and the section Charon Cloud Networking Information in this guide.

® Virtual network interfaces connected to a local bridge configured inside the Charon host.

Hardware Prerequisites for Charon-PAR Cloud Host Instances

The host hardware on which Charon-PAR runs must fulfill at least the following requirements:

Intel or AMD x86-64 hardware platform (AMD support starting with Charon-PAR version 3.0.6)
At least 3GHz, 3.4GHz or higher is recommended

SSE 4.2 and FMA required

CPU cores required:

® at least one CPU core for the host operating system, and
® atleast 2 cores per emulated CPU (3 cores for future advanced DIT)
® RAM requirements:
® 4GB RAM plus 1.1 times the emulated RAM size for the emulator. Additional memory is required for I/O buffering and other Linux processes (2 to
4 GB can be used as a starting point).
® atleast 24GB RAM for N4000 models

® One Ethernet interface for the host system and one Ethernet interface for each emulated Ethernet NIC. Alternatively, TAP interfaces can be used.
Please note that the use of TAP interfaces is restricted to internal bridges in cloud environments (that is, a bridge cannot be linked to a NIC connected
to the cloud LAN).

At least one available USB port if HASP hardware licenses are to be used.
Disable NUMA balancing.

® To check the status, use the command: cat / proc/ sys/ ker nel / numa_bal anci ng (0 = off, 1 =on).
® To disable NUMA balancing temporarily, use the command: sysct| -w ker nel . numa_bal anci ng=0
® To make the configuration permanent you must create a sysctl configuration entry:

® Create afile in /etc/sysctl.d/ (e.g., 90-numa.conf)

® Add the line ker nel . numa_bal anci ng=0

® Please note: it still works to add the line ker nel . numa_bal anci ng=0 directly to /etc/sysctl.conf but this file has been deprecated in newer
Linux versions.

® |f possible in your cloud environment, restrict the number of vCPUs on each CPU core to one (no hyper-threading).

Please note:

® The sizing guidelines above—in particular regarding number of host CPU cores and host memory—show the minimum requirements. Every use
case has to be reviewed and the actual host sizing has to be adapted as necessary.

® |f the host CPU does not support the required extensions (SSE and FMA), the emulator will not start. Instead, it will stop with an error message
indicating the missing features.

® To identify the capabilities of the host system CPU, use one of the following commands: | scpu or cat / proc/ cpui nfo.
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Hyper-Threading on Cloud Instances

Some emulator products require that hyper-threading (two threads per physical CPU Core) be disabled. Normally, this is handled via the system BIOS.
However, not all cloud providers offer an easy way to configure an instance without hyper-threading. In such cases, it may be necessary to perform an
equivalent configuration on the Linux level.

Cloud-specific options:

AWS: the threads per CPU core can be configured. See https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/instance-specify-cpu-options.html
GCP: the threads per CPU core can be configured. See https://cloud.google.com/compute/docs/instances/set-threads-per-core

Azure: manual configuration on the Linux level

OCI: manual configuration on the Linux level

IBM: manual configuration on the Linux level. See https://cloud.ibm.com/docs/vpc?topic=vpc-disabling-hyper-threading

Basic steps of a manual configuration on the Linux level:

Please note: not all cloud instances may support disabling hyper-threading. Please refer to your cloud providers documentation.

® Check if hyper-threading is enabled on your system. If the Iscpu command shows two threads per core then hyper-threading is on. Example:

$ | scpu
Architecture: x86_64
CPU op- node(s): 32-bit, 64-bit
Addr ess sizes: 39 bits physical, 48 bits virtual
Byte Order: Littl e Endian
CPU(s): 8
On-line CPY(s) list: 0-7
Vendor | D: Genui nel ntel
Mbdel nane: Intel (R Core(TM i7-6700 CPU @ 3. 40GHz
CPU fam ly: 6
Model : 94

Thread(s) per core: 2

® Check which threads share one CPU core. In the example below threads 0 and 4 share core 0, threads 1 and 5 share core 1, etc.

at /sys/ devices/systen cpu/ cpu*/topol ogy/thread_siblings_list

$ I scpu --extended
CPU NCDE SOCKET CORE
0 0

[

whNRrROoOMRE OO

1i:L2: L3 ONLINE MAXMHZ M NVHZ MHZ
:0 yes 4000, 0000 800, 0000 2100, 0669
0 yes 4000, 0000 800, 0000 2100, 0020
0 yes 4000, 0000 800, 0000 2100, 0920
0 yes 4000, 0000 800, 0000 2100, 0281
0 yes 4000, 0000 800, 0000 2099, 9751
0 yes 4000, 0000 800, 0000 2100, 0039
0 yes 4000, 0000 800, 0000 2100, 0371
0 yes 4000, 0000 800, 0000 2100, 0769

whRrowNhROor

L
0
1
2:
3:
o
1
2
3

~NOoO O WN R
[eNelelNoNeNeNoNeo)
O O O0Ooooo
WNEFPOWNERO
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® Disable threads such that there is only one active thread per core. Example:

$ sudo bash -c "echo 0 > /sys/devices/systenl cpu/ cpud/online'

[wer @quare GettingStartedCuides]$ |scpu --extended

CPU NCDE SOCKET CORE

0

~NOoO O WNRE
o O oo

o oo

0

o oo

o oo

w NP o
wN e

WN P

L1d:

0: 0:

W

=
=

N
N

1
2
3

L1i:L2: L3 O\LINE
0

1
2
3

0
0
0
0
0

0
0

yes
yes
yes
yes

no
yes
yes
yes

MAXMHZ
4000, 0000
4000, 0000
4000, 0000
4000, 0000
4000, 0000
4000, 0000
4000, 0000

M NVHZ
800, 0000
800, 0000
800, 0000
800, 0000
800, 0000
800, 0000
800, 0000

® Make configuration permanent by using a custom Linux startup script.
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VHZ
2200, 1321
2200, 0020
2200, 0300
2200, 5020
2200, 0171
2200, 0020
2200, 0891
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By selecting an instance type or shape, you select the virtual hardware that will be used for the Charon host instance in the cloud. Therefore, the
selection of an instance type or shape determines the hardware characteristics of the virtual Charon host instance hardware (e.g., how many CPU cores
and how much memory your virtual Charon host system will have).

Please note:

® |f you use a Charon marketplace image to launch your instance, all Linux host operating system requirements are fulfilled.

® |f you use a generic Linux marketplace image to launch your instance, please refer to the product documentation of your product (on the Stromasys
documentation site) for the software requirements that must be fulfilled.

B General Prerequisites
B AWS Login and New Instance Launch
B New Instance Configuration

This page reflect the AWS GUI changes in spring 2022. If you still use the older GUI, please refer to the Appendix of the Charon-SSP AWS Getting
Started guide.

General Prerequisites

As this description shows the basic setup of a Linux instance in AWS, it does not list specific prerequisites. However, depending on the use case, the
following prerequisites should be considered:

® Amazon account and Marketplace subscriptions:

® To set up a Linux instance in AWS, you need an Amazon AWS account with administrator access.

® |dentify the AWS region in which you plan to launch your instance. If planning to use an AWS service, use the following link to check if this service
is available in the desired region:
https://aws.amazon.com/about-aws/global-infrastructure/regional-product-services

® |dentify the VPC and subnet in which you plan to launch your instance.

® |f your instance requires Internet access, ensure that the route table associated with your VPC has an Internet Gateway. If your instance requires
a VPN access to your on-premises network, ensure that a VPN gateway is available. The exact configuration of your VPC and its subnets will
depend on your network design and application requirements.

® To subscribe to a specific marketplace service select AWS Marketplace Subscriptions in the management console and then select Manage
Subscriptions.

® Search for the service you plan to use and subscribe to it (accepting the terms and conditions). After a successful subscription, you will find the
subscription in the Manage Subscriptions section. From there you can directly launch a new instance.

® The AWS service providing metered Charon-SSP emulator instance is called AWS Mainframe Modernization - Virtualization for SPARC.

The instance hardware and software prerequisites will be different depending on the planned use of the instance:
® Option 1: the instance is to be used as a Charon emulator host system:

® Refer to the hardware and software prerequisite sections of the User's Guide and/or Getting Started guide of your Charon product to determine
the exact hardware and software prerequisites that must be fulfilled by the Linux instance. The image you use to launch your instance and the i
nstance type you chose determine the software and hardware of your cloud instance.

® |f you use Charon emulator marketplace image, the software prerequisites are already fulfilled.

® A Charon product license is required to run emulated legacy systems. Refer to the licensing information in the documentation of your Charon
product, or contact your Stromasys representative or Stromasys VAR for additional information. Emulator marketplace images with Automatic
Licensing use public license servers and will create their license automatically at first launch of the instance.

L OEtion 2: the instance is to be used as a dedicated VE license server:

® Refer to the VE License Server Guide for detailed prerequisites.
Certain legacy operating systems that can run in the emulated systems provided by Charon emulator products require a license of the original vendor
of the operating system. The user is responsible for any licensing obligations related to the legacy operating system and has to provide the
appropriate licenses.
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AWS Login and New Instance Launch

Please note that the AWS GUI occasionally changes. This may lead to screenshots not always reflecting the exact appearance of an configuration screen.
To start the creation of a new cloud instance, perform the following steps:
1. Log in to your AWS management console.

2. Find and select the EC2 service. You can find it in the Recently visited section, or use the services drop down menu (alternatively, you can also start
from your Manage Subscriptions page and launch the instance there):

Recently visited Com p ute

Favorites

All services AWS App Runner

.-j.ll.l|':.ltlr_‘_-. B-ﬂtc h

Fully managed batch pe
Application Integration
AR & VR EC2

Wirtwal Servers in the Cloud
AWS Cost Management

Blockechain EC2 Image Builder

A managed service to sutomate bulld, customize and deploy 05 mages

Business Applications

Elastic Beanstalk

{51 Containers

This will open the E2C dashboard.
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Please note: The following sample image shows the new E2C dashboard. The old dashboard looks somewhat different, but still has the Launch
instance button.

3. On the EC2 dashboard click on the Launch Instance button.

(B New ECZ Experlence W

LT g

Resources ECZ Global view E_J . GJ |_ '@]‘J

ECZ Dashboard

ECE Glebal View You ane using the following Amazon EC2 resources In the US East (N. Virginia) Region;

Events

Instances (running) 5 Dedicated Hosts o
Tags
Limits Elastic IPs ] Instances 3z

¥ Instances Key palrs 59 Load balancers o

Instances

Flacement groups 4] Security groups 136
Instance Types
Launch Templates Snapshots 28 Valumes 104
Spot Requests
Savings Plans (@) Easily size, configure, and deploy Microsoft SOL Server Always On avallability b4

groups on AWS using the AWS Launch Wizard for SQL Server. Learn maore
Reserved Instances

Dedicated Hosts

Scheduled Instances

Capacity Reservations Launch instance
To get started, lsunch an Amaron EC2 instance, which 15 a virtual server In the clowd
¥ Images
AMis
Migrate a server [5
AMiIl Catalog

Clicking on Launch Instance and selecting the launch instance option will allow you to initiate the instance creation process consisting of seven steps:

. Enter an instance name

. Choose AMI

. Choose Instance Type

. Key pair configuration

. Network and security group configuration
. Storage configuration

. Advanced details

. Launch instance

0 NO O WDN =

These steps are described in the next section.
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New Instance Configuration

The instance creation and configuration process will guide you through a number of configuration steps and allow you to start the new instance when
done.

1. Enter an instance name:

ECX Inftances Latirch an instance

Launch an instance ...

Amazon BECZ allows you o create virtual machines, or Instances, that run on the AWS Cloud. Quickly get started by
following the dmple steps balow,

Name and tags

Blaire

[ woe-testing-5 4] Adhd adidmicnal tags

If needed, you can add additional tags to the instance.

When done, proceed to the Application and OS Images section to choose an AMI (Amazon Machine Image).

2. Choose AMI:
AMIs are prepackaged images used to launch cloud instances. They usually include the operating system and applicable application software.

Which AMI you select depends on the planned use of the instance:

® |f the instance is to be used as a Charon emulator host system several AMI choices are possible:

® |nstalling the Charon host system from a prepackaged Charon marketplace image: they contain the underlying operating system and the
preinstalled Charon software.
® Please check with your Stromasys representative which options are currently available in your cloud providers marketplace.
® Depending on the cloud provider and the Stromasys product release plans, there may be two variants:
® Automatic licensing (AL) for use with a public, Stromasys-operated license server. Please contact your Stromasys representative if you
require a private, customer-operated AutoVE license server
® Virtual environment (VE) for use with a private, customer-operated VE license server
® |nstalling the Charon host system using a conventional Charon emulator installation with the Charon emulator installation RPM packages
for Linux:
® Choose a Linux AMI of a distribution supported by your selected Charon product and version (see the user's guide of your product on the Stro
masys documentation site).
® |f the instance is to be used as a dedicated VE license server:

® Please refer to the VE License Server Guide in Licensing Documentation for the requirements of the Linux instance.

After deciding on which AMI is required, select a matching Linux or Charon product AMI in the Marketplace or (depending on your environment) from My
AMls.
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¥ Application and OS Images (Amazon Machine Image) it

An AMI s a template that contains the software configuration (operating system, application server, and
applications) required to launch your Instance. Search or Browse for AMIs If you don't see what you are locking for
below

O, charon-ssp 4

AMI from catalog Recents My AMIs Quick Start

Amazon Machine Image (AMI}
Charon-SSP-v5 6.7-amzn20235-build1-e4821768- Q

d4ds-4dad-bf9s-c3aTc9chf3ila Browse more AMIs
ami-0a389b5dech21e460 Including AMis from

AWS, Marketplace and

the Community
Cataleg Fublished Architecture Virtwalization Root device type  ENA Enabled
AWS 2023-11-27T19: xB6_b4 hvim ebs Vs
Marketplace 35:11.0002
AMIs

If you have an existing license entitlement to use this Fi.'lft'.‘.'-.'lli.'_ then you can launch this softwane without creat ng a new subscription,
If wou do not have an existing entitlement, then by launching this software, you will be subscribed to this software and agree that your
use of this software is subject to the pricing terms and the seller’s End User License Agresment E

You can use the search field or select one of the categories displayed to start your search. Select the Linux AMI appropriate to your planned use of
the instance, that is,

® a prepackaged Charon VE marketplace image (as shown in the example above - note the string "ve" in the AMI name), or
® a prepackaged Charon AL marketplace image for Automatic Licensing or AutoVE, or

® a Linux version supported for an RPM product installation, or

® a Linux version supported for the VE license server.

Then proceed to the next section, the Instance type selection.
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3. Choose Instance Type:
Amazon EC2 offers instance types with varying combinations of CPU, memory, storage, and networking capacity.

Select an instance type that matches the requirements of the Charon product to be used. Please note that some marketplace images have a restricted
selection of instance types.

When done, proceed to the Key pair configuration.

¥ Instance type info

Instance type

c5.xlarge Compare instance types

Family: ¢5 4 wCPU B GiB Memaory v
On-Demand Linux pricing: 0.17 USD per Hour
On-Demand Windows pricing: 0.354 USD per Hour

v Key pair (login) inro
¥ou can use a key pair to securely connect to your instance. Ensure that you have access to the selected key pair before you launch
the instance.

Key pair name - required

we-20190703 v G Create new key pair

4. SSH key pair configuration:
In this section, you can

® either create a new SSH key pair and download the private key, or

® you can select an existing key pair to use for logging in to the new instance. If you select an existing key pair, make sure you have the matching
private key. Otherwise, you will not be able to log in.

Please note: if your management system supports it, for RHEL 9.x, Rocky Linux 9.x, and Oracle Linux 9.x use SSH key types ECDSA or ED25519. This
will allow connecting to these Charon host Linux systems using an SSH tunnel without the default crypto-policy settings on the Charon host having to be
changed for less secure settings. This is, for example, important for the Charon-SSP Manager. See also: https://access.redhat.com/documentation/en-us
/red_hat_enterprise_linux/9/html/security _hardening/using-the-system-wide-cryptographic-policies_security-hardening.

After configuring your key pair, proceed to the Network settings section.

5. Network configuration:

This section offers basic default settings to connect your instance to the network. However, in most cases, you will have to adjust the settings to your
environment.

To do this, click on the Edit button at the top of the section:
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¥ Network settings Edit

MNetwaork
WpE
Subnet

Mo preference (Default subnet in any availlability zone)

Auto-assign public IP

Enable

This will open the edit window and allow additional settings:

The VPC (if a non-default VPC is to be used)
The desired subnet (either an existing one or a newly created subnet)

Enable or disable the automatic assignment of a public IP address to the primary interface (automatic assignment is only possible if a single
network interface is selected for the instance)

® Assign an existing or new custom security group (cloud-provided firewall). The security group must allow at least SSH to access the instance. Any
ports required by applications planned to run on the instance must also be allowed (the security group can be modified at any time after the instance
has been created).

¥ Network settings

VPC - required Info

vpc (default) o C
172.31.0.0/16

Subnet infe

subnet-06245dc0cc2302¢57 we-test-subnet (C Create new subnet
VPC: i Availability Zone: us-east-1« v E

=

Auto-assign public IP Info
Enable v
Firewall (security groups) Info

A security group Is a set of firewall rules that control the traffic for your instance. Add rules to allow specific traffic to reach your

instance

Create security group 0O select existing security group

Common security groups Info
v G Compare security
group rules

we-test-securitygroupl sg-0f82ab6634809d3ff X

VPL: vpc

Security groups that you add or remove here will be added to or removed from all your network interfaces

» Advanced network configuration

The Advanced network configuration option at the bottom of the section opens an additional configuration section in which you can set more advanced
interface options and add additional network interfaces (automatic assignment of a public IP address only works if there is only one network interface
attached to the instance). Additional interfaces can also be added to the instance after it has been first launched.
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Once you are done with the network configuration, proceed to the Configure storage section.

6. Storage configuration:

The size of the root volume (the system disk) must be appropriate for your environment (recommended minimum system disk size for the Linux system:
30GB). You can add more storage now or later to provide space for virtual disk containers and other storage requirements, but the system disk size
should cover the Linux system requirements including any applications/utilities planned to be installed on it.

Please note: It is recommended to create separate storage volumes for Charon application data (e.g., disk images). If required, such volumes can
later easily be migrated to another instance.

v Configure storage into Advanced

1 | 40 - | GIB | gp2 ¥ FRootveolume

@ Free tier eligible customers can get up to 30 GB of EBS General Purpose (550) or Magnetic storage b4

Add new volume

0 x File systems Edit

If needed, open the Advanced details section to access additional settings.

7. Advanced details:
In this section, you can set many parameters. Three that are more likely to be useful to a Charon emulator environment are shown here as examples:

CPU characteristics (enable or disable more than one thread per CPU core, options depend on the selected instance type). This can only be set at
instance launch. It cannot be changed later.

Specify CPU options

Core count

2 v

Threads per cora

2 v

Number of wCPUs
4

IAM role

Only for a VE license server system with a version earlier than 1.1.23, you must assign the required IAM role (allowing the ListUsers action) to the
instance. For more information see the Virtual Environment (VE) License Server Documentation.
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User data

If your instance is based on a Charon AL marketplace image and planned to be used for AutoVE licensing (instead of the Stromasys-operated public
license servers) or based on the Charon-SSP Amazon Linux image, you must add the corresponding information to the instance configuration before
the first launch of the instance.

Please note:

® Should you use the SSP Amazon Linux AMI with SSP version 5.6.8 or higher as provided by the AWS Mainframe Modernization - Virtualization for
SPARC service, the instance will by default connect to the public, Stromasys-operated AutoVE license servers (defined in /opt/charon-license-
server ). You only need the user data definition for older versions or to override the default with your private AutoVE servers.

® The example below shows the appearance of the AutoVE license server information that is entered as User Data in the Advanced Details
configuration section at the bottom of the Launch an Instance window during the initial configuration of an instance. Scroll down to the bottom of the
configuration window to open and display the user data section in the Advanced Details.

® |n the older GUI version, the Advanced Details section is part of the Configure Instance window - the layout is somewhat different, but the
configuration options are the same.

Enter the information for the AutoVE license server as shown in the example below (it shows the public AutoVE servers):

User data - optional  Info
Upload a file with your user data or enter it in the field

[l choose file

primary_server=54.227.238.188:8083
backup_server=52.23.5.188:8083

Valid User Data configuration options:

® primary_server=<i p- address>[: <port>]

® backup_server =<i p- addr ess>[ : <port >]

where

® <jp-address> stands for the IP address of the primary and the backup server as applicable, and

® <port> stands for a non-default TCP port used to communicate with the license server (default: TCP/8083).

Please note: at least one license server must be configured at initial launch to enable AutoVE mode. This can be via the /opt/charon-license-server file
with the default public servers (SSP 5.6.8 or higher) or via the manual user data configuration. Otherwise, the instance will bind to one of the public
AL license servers operated by Stromasys.
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8. Launch your instance:

Click on Launch instance in the right-hand pane to launch your instance (if the launch button is not visible, you may have to close overlaying text panes
first):

¥ Summary

Mumber of instances Info

1

Lo

Software Image (AMI)

Charon-55P-v5.4.3-el8-build1
ami-00992c1 270065871

Virtual server type (Instance type)

c5.xlarge

Firewall (security group)

Mew security group

Storage (volumes)

1 volume(s) - 40 GIB

Cancel Launch instance
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Verify that instance is running:

After starting your instance for the first time, you will see it in the initializing state in the list of your AWS instances. It will take a bit of time to get to the

running state.You will eventually see a launch success message with a link to your instance. Clicking on this link will take you to your new instance in the
instance overview list.

In addition to the instance state, important information, for example, the public IP address and public DNS name (marked in red) of the instance will also
be displayed. The following image shows an example:

nstances (174 G ) [+ ] [come | N

a 1 @
wnarche we- X Clasr Filbary
2 Kams - Inslanoe 10 Irtance sbals o Iwilince tbype ¥ Fatus cheack Adarm SLaten Awaflability coeme ™ Fublic 1P+ DNS ki Palli 1P .
[} e e =T S TOEAT 350 0t En L2 i @ Fex alarrn [T B T
we-lireml-teit ':E:' 12 wechum - R alarrr ut-easl-1c

The following sections will show you how to access the instance and how to perform additional storage and network configurations.

Please note:

® |f you select your instance, the bottom of the screen will show a detailed description and status information of your instance.

® You can rename your instance after creating it by clicking on the pencil symbol that will appear next to the instance name when placing the mouse
pointer over it, or by editing the name tag of the instance.
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Charon emulators that are to use Virtual Environments (VE) licenses require at least one VE license server on the Charon host system itself or an a
separate license server. It is recommended to run the VE license server on a dedicated system to avoid license invalidation caused by changes to the
system which are more likely to occur on a system used for other purposes as well, for example, to run a Charon emulator. It is also recommended to
install a backup license server to ensure continued operation in case of a failure or invalidation of the primary license.

Please note:

® This section provides a basic description on how to install the VE license server kit. Please consult the VE License Server user's guide in the Licensing
Documentation section of the Stromasys documentation site for a detailed description of the prerequisites for running the VE license server and the
configuration options available.

® |f an instance was installed from a prepackaged Charon emulator marketplace image, the installation package is already stored in /charon/storage.
Please check, if there are newer versions available that would be preferable for your environment.

® For conventional installations, Stromasys will provide you with a download location.

In the description below, the placeholders used have the following meaning:

® <mykey> is the private key of the key-pair you associated with your cloud instance
(for an on-premises VMware installation or an installation on a physical system where logging in with username/password is allowed, this is not
needed).

® <user>is the user associated with your license server instance (e.g., opc on OCI, centos for a CentOS instance on AWS, or the custom user on your
VMware virtual machine;
for an instance installed from a Stromasys-provided Charon AL or VE emulator marketplace image, use user charon for SFTP and user sshuser for
interactive login.

® <linux-ip> is the ip address of your license server system.

Perform the following steps to install the VE License Server software:

1. Copy the license server software package to the license server host (if needed):
a. For example, use sftp to connect to the VE license server system.
# sftp -i ~/.ssh/<nykey> <user>@<linux-ip>

b. Copy the software package to the license server system using the following SFTP command:
> put <local -path-to-license-server-package>

2. Use ssh to log in on the license server host.
# ssh-i ~/.ssh/<nmykey> <user>@l i nux-i p>

3. As a privileged user (root) go to the directory where you stored the installation package and install the package:

a. Become the root user: # sudo -i

b. Go to the package location: # cd <pat h-t o- package-di rect ory>
If you used SFTP to copy the package to an instance installed from a prepackaged Charon marketplace image, the home directory of the charon
user and the default location for file transfers is /charon/storage.
c. For VE license server 2.2.4 and above, unpack the archive and agree to the end-user license agreement:
i. # sh ./license-server-<version>.rpmsh
This will display the EULA. After agreeing to it, for version 2.2.4, the RPM installation package will be unpacked in the current directory. For

version 2.2.5 and later, the EULA and the RPM package will be unpacked in a subdirectory (license-server-<version>.rpm) of the current
working directory.

d. Install the package:

i. Go to the directory in which the RPM package is located.
ii. Linux7.x:# yuminstall |icense-server*.rpm
iii. Linux8.xand9.x:# dnf install |icense-server*.rpm

Below, you find the sample output of an installation (version 8.x of the supported Linux distributions; assuming that the RPM is in the current working
directory):
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# dnf install license-server-2.0.1.rpm
Last netadata expiration check: 0:19:36 ago on Di 03 Mai 2022 13:20:02 CEST.
Dependenci es resol ved.

Package Architecture Version Repository Si ze
Instal l'ing:
| i cense-server x86_64 2.0.1-1 @onmandl i ne 53 M

Transacti on Summary

Install 1 Package

Total size: 53 M

Installed size: 85 M

Is this ok [y/N: vy

Downl oadi ng Packages:

Runni ng transacti on check
Transaction check succeeded.
Runni ng transaction test
Transaction test succeeded.
Runni ng transaction

Preparing : 1/1
Running scriptlet: license-server-2.0.1-1.x86_64 1/1
Installing . license-server-2.0.1-1. x86_64 1/1
Running scriptlet: license-server-2.0.1-1.x86_64 1/1

Created symink /etc/systend/system nulti-user.target.wants/|icensed.service /etc/systend/ systenilicensed.service.
Verifying . license-server-2.0.1-1. x86_64 1/1

Instal | ed:
Iicense-server-2.0.1-1. x86_64

Conpl et e!

© Stromasys 1999-2024 35/93



Charon in the AWS Cloud | Getting Started Guide Version 6 | 12 January 2024

Contents

Overview
Installation Packages
Charon-Manager Installation on Linux
B Prerequisites
B |nstallation Steps on Linux
B |nstallation Steps on Microsoft Windows

Overview

The Charon-SSP Manager is the main interface for managing the emulated SPARC systems running on a Charon-SSP cloud host. Therefore, the Charon-
SSP Manager must be installed on every system that will be used to manage the Charon instances running on the Charon-SSP cloud host. Configuring
and managing Charon-SSP instances from the command-line is also possible, but outside the scope of this Getting Started Guide. Please refer to the
general Charon-SSP User's Guide for information about using the command-line.

Typically, for the management of a remote Charon host, the Charon Manager is installed on a system on customer premises, and uses an encrypted
connection to manage the Charon host in the cloud. The Charon Manager can also be installed on the Charon host itself and be accessed via X11-
Forwarding across an SSH connection. The latter currently requires additional package installation (via standard or local repository) on the Charon host.

Stromasys provides Charon-SSP Manager installation packages for the following operating systems:

® Linux distributions and versions:

® Oracle Linux, Red Hat Enterprise Linux, and CentOS: 7.x or higher (64-bit versions only). Please note that as of 1 January 2022 CentOS 8 is EOL.
For new deployments, it is recommended to use a non-EOL alternative. For existing installations, the possible negative impacts of staying with an
EOL host operating system should be carefully evaluated.

® Rocky Linux version 8.x (64-bit) or higher
® Ubuntu 17 or higher (64-bit)
® Microsoft Windows: versions 7, 8, 10, and (starting with Charon-SSP 5.6.1) version 11

Restriction: the Charon-SSP Manager is not supported on Linux hosts using Wayland when they run in a VMware instance with 3D-graphics. The
Manager will show erratic behavior in such cases.

Installation Packages

Installation packages are available in RPM or Debian package formats for Linux and as a ZIP-file for Microsoft Windows.

Please note: starting with SSP version 5.6.1, the RPM packages are distributed in an self-extracting archive. The archive required for the Charon-SSP
Manager is charon-gui-<version>.sh. It also contains the Charon-SSP Agent which must be installed on the Charon host system to be managed by the
Charon Manager. The archive must be unpacked on a Linux system (even if you need the kit for Microsoft Windows).

Use the following command to unpack the RPM packages:
Go to the directory containing the self-extracting archive.

Run the script: # sh charon- gui - <ver si on>. sh
Read the end-user agreement and accept it.

The RPM packages will be extracted in a subdirectory (charon-gui-<version>) of your current working directory.
Names of the Charon-Manager installation packages:
® RPM package: charon-manager-ssp-<version>.rpm

® Ubuntu package: charon-manager-ssp-<version>.deb
® Microsoft Windows package: charon-manager-ssp-<version>.zip
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There are different ways to obtain the Charon-SSP Manager installation packages. They are briefly described below:

a) For installation on a management system on customer premises if using a prepackaged cloud marketplace image:

The packages are included in the Charon-SSP cloud-specific image (in /charon/storage). Once a new instance has been launched, you can download the
Charon-SSP Manager archive from the running instance:

® Connect to the public IP address of the instance via SFTP using the private key assigned during launch and the user charon:
$ sftp -i <path-to-private-key> charon@public-ip-of-cloud-instance>

® Download the required package:
sftp> get charon-gui-<version>. sh

b) For installation on a Charon host where a conventional RPM installation was performed: Stromasys will provide you with a download link.
The Charon Manager packages are also included in the Charon agent RPM and available in /opt/charon-agent/ssp-agent/bin/ once the agent has been
installed.

Charon-Manager Installation on Linux

The Charon Manager can be installed on the Charon host itself or on a remote management system. For the Charon Manager to work, the Charon
Agent must have been installed on the Charon host system. The Charon Manager communicates with the Agent to configure and manage the
emulator instances.

When the Charon Manager is installed on a Linux host with a graphical user environment, the prerequisites are often already fulfilled. However, when
installing the Charon Manager on the Charon-SSP host in the cloud or on a Linux server without graphics (for example, to display it via a remote X11-
connection) instead of on a local management system, additional packages may have to be installed that normally are already available in a workstation
environment.

In particular, the Charon-SSP Manager requires the following packages:

libX11

xorg-x11-server-utils

gtk2

xorg-x11-xauth (only required for X11-Forwarding)

If you install the Charon Manager with the yum or dnf command, these packages (with the exception of xorg-x11-xauth) and any dependencies that
these packages themselves may have, are resolved automatically if a package repository is available. The xorg-x11-xauth package must be installed
separately (also with yum). If your server does not have access to the standard operating system repositories, refer to this document for instructions on
setting up a local repositories.

Please note:

® The exact list of additionally required packages depends on what is already installed on the server.
® To install dependencies on Ubuntu, please refer to your Linux documentation.
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Installation Steps on Linux

The following table describes the installation steps for Charon-SSP Manager:

Step Description

1 Installation on a Linux management system Installation on the Charon-SSP host system in the cloud (non-typical installation):
on customer premises (typical installation):

® | og in and become the root user on the Charon host using the following commands:

® |og in to the Linux management system $ ssh -i <path-to-private-key> sshuser@<cloud-instance-ip>
as the root user (denoted by the # # sudo -i
prompt). ® Please note: if the Charon host was not installed using a prepackaged marketplace
® Copy the installation package to your image, the username may be different and the installation package will have to be
local Linux management system (from copied to the Charon host in a separate step.

one of the sources described above).
2 Go to the directory where the package has been stored:
# cd <package-| ocati on>
3 Unpacking the shell archive:
® Run the script: # sh char on- gui - <ver si on>. sh

® Read the end-user agreement and accept it.
® The RPM packages will be extracted in a subdirectory (charon-gui-<version>) of your current working directory

4 Installing the package:

Assuming you are in the subdirectory containing the RPM file, use the following commands for supported Linux systems with RPM
package management:

® Linux 7.x: #yuminstall <filenane-of-package>
® linux 8.x and higher: # dnf install<fil enanme- of - package>

(For an installation on the cloud host system, check if xorg-x11-xauth is already installed if X11-Forwarding is planned.)

For systems with Debian package management (Ubuntu):
# dpkg -i <fil ename- of - package>
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Installation Steps on Microsoft Windows

The Charon-SSP Manager for Windows software is shipped as a zipped archive package which is contained in the charon-gui-<version>.sh archive.
After unpacking the archive on a Linux system, copy the ZIP file to your Microsoft Windows system and use the following instructions to complete the
installation.

1. Right-click on the zip archive charon-manager-ssp-{version}.zip and select Extract All.
2. A window titled Extract Compressed (Zipped) Folders opens. In this window:

a. Click on the Show extracted files when complete checkbox.
b. Click on the Extract button.
. A new Windows Explorer window opens showing the extracted packages.
. Double-click on the setup.exe executable to begin the installation.
. If you are presented with an Open File - Security Warning window, click on the Run button.

. You should now see the Charon-SSP Manager Setup Wizard. To proceed with the installation, click on the Next button. If the Windows Installer
reports that Charon-SSP Manager for Windows is already installed, you must deinstall the currently installed software before you can install a
different version. Normally, several versions can coexist.

7. To accept the default installation options, simply click on Next without modifying any options. Alternatively, the following installation options can be

adjusted:

[N 4) B SN oM}

a. Click on Browse to select an alternative installation target.

b. Click the appropriate radio button, Everyone or Just for Me, to specify system-wide or private installation respectively (the system-wide
installation will prompt for the administrator password if you are not using the administrator account).

c. To determine the approximate disk usage after the installation, click on the Disk Cost button.
d. Once all options have been set, click on Next.

8. Proceed with the installation by clicking on Next.

. Once the installation has completed, click on Close to exit the SSP-Manager Setup Wizard.

10. The installation process creates:

[<e]

a. A Charon Manager icon on the desktop
b. A Charon Manager entry in the Start menu (folder Stromasys)
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AWS Security Groups Overview

Access to an AWS cloud instance can be controlled by

an external firewall,

the operating system firewall of the instance,
AWS security groups, and

AWS network ACLs.

A network ACL applies to a subnet as a whole. Only one network ACL per subnet is allowed. The rules in a network ACL are stateless (i.e., return traffic
must be explicitly allowed). Rules can be defined for inbound or outbound traffic, they can allow or deny traffic, and they are evaluated starting from the
lowest rule number. After the first match the search is terminated. The default network ACL allows all inbound and outbound IP traffic.

A security group can be seen as a virtual firewall that controls the traffic for one or more instances. When you launch an instance, you must assign a
security group to the instance. If no custom security group is specified, a default security group will be created and associated with the instance. You can
add rules to each security group that allow traffic to or from its associated instances. The rules of a security group can be modified at any time, and the
modifications are automatically applied to all instances that are associated with the security group. If there is more than one security group associated
with an instance, the rules of all groups are combined.

Security groups in a VPC are associated with network interfaces. Changing an instance's security groups changes the security groups associated with
the primary network interface (eth0). Additional security groups can be associated with any other network interfaces added to an instance.

Points to note with respect to security groups:

By default, all outbound traffic is allowed.

Rules in a security group always define what is permitted. They cannot be used to deny specific traffic.

Response traffic to traffic that was permitted by a rule is always allowed (connection tracking).

A security group cannot allow more permissive access to a subnet than the permitted traffic defined in the network ACL of the subnet.

Please see the relevant AWS documentation for more information and configuration details.
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Connecting to the Cloud Instance

During the configuration of your instance you should have created a security group allowing at the minimum SSH access to the instance. If this has been
done correctly, you can, for example, use SSH from the command-line or from a tool such as PuTTY to access the command-line of the user sshuser
(for a Charon prepackaged marketplace images) or your custom user (for RPM installations) on the Charon host instance.

If you select your instance in the instance list and then click on Connect, you will see the instructions for connecting via SSH.
As shown in the image below, you will see in particular
® the name of the private key that must be used to connect to the instance,

® the public DNS name of the instance, and
® a sample user name that must be adapted to the actual user name to be used for your instance.

EC2 IS Lances -OE05aT AT I5c 04 D Conmst to instan:

Connect to instance e

Connedt LD youd mFlece FOS00ET 00FT F0a s (we- v -6 Ling &y o Lheds oftkans

ECZ Instance Conmect Seniban Manager

nstanoe i

[ -OS05aTHEATIS042 6 [w-vipe-Rast)

1. Open am SESH client

2. Locate yous paivabe kiy Tilbe. The iy uied 12 laungh this indtance i mylkey.psm

5. Run thid comemansd, B receisany, to endung your kiy B not publichy viewakble
[ chimod 00 myley. pem

4, Conmect o your Inskanoe wsing it Public DS

[P ec@on 0000 o, computes 1 aMasonaws.com
Example:

@ sk -0 moykey pem SO - K O W O, CEamIpRIte- 1 A e N E £om

Cancel

Please note:

® The file permissions of the private key file must be set such that the file is only readable by the user (e.g., # chnod 400 <pri vate-key-fil e>).

® PuTTY uses a different key file format. It comes with tools to convert between its own . ppk format and the format of OpenSSH used by the default
Linux tools.

There are several ways to connect to your Charon cloud instance using this basic SSH protocol access. Some of them are described in the following
sections below.

® SSH and SFTP Command-Line Access
® Connecting with the Charon-SSP Manager
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SSH and SFTP Comm -Line Access

Initial Access to the Instance

Once you have access to the instance, you can create the access you require for your applications. This section just shows the basic steps for initial
access to the instance.

SSH Interactive Access

To connect to the instance interactively, you must connect as the management user of your instance. Use the following command:

$ ssh -0 ServerAlivelnterval =30 -i <path-to-your-private-key> <nanagenent - user - nane>@xcl oudhost - | P- addr ess>
The parameter Ser ver Al i vel nt er val will protect the connection from timing out.
Please note:

Depending on the type of connection, you will have to use either the public IP address of the cloud system or its address in a customer-specific VPN.

The private key used must correspond to the public key installed in the authorized_keys file of the cloud instance management user. This is usually
done during initial cloud instance launch.

The management user account normally allows sudo access to privileged commands (use sudo -i).
If the instance was created using a Stromasys-provided AL or VE marketplace image, the management user for interactive login is the user sshuser.

File Transfer with SFTP

SFTP enables file transfers to and from the cloud instance. Use the management user of your instance. The security rules must allow SSH access to
allow SFTP access to the cloud instance.

Please note: Depending on the type of connection, you will have to use either the public IP address of the cloud system or its address in a customer-
specific VPN.

To connect to the instance, use the following command:

$ sftp -i <path-to-your-private-key> <nanagenent - user - nane>@xcl oudhost - | P- addr ess>

Please note:

Depending on the type of connection, you will have to use either the public IP address of the cloud system or its address in a customer-specific VPN.

The private key used must correspond to the public key installed in the authorized_keys file of the cloud instance management user. This is usually
done during initial cloud instance launch.

If the instance was created using a Stromasys-provided AL or VE marketplace image, the management user for file transfer is the user charon.
If the user charon is used to transfer files, the home directory for the file transfer will be /charon/storage.
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Connecting with the C n-SSP Manager

® General Information
® Starting the Charon Manager and Login to Charon Host

® Starting the Charon Manager
® Entering Charon Manager Login Information and Connecting to Charon Host

General Information

To use the management GUI for Charon-SSP and the emulated SPARC systems, you must connect to the Charon-SSP cloud instance with the Charon-
SSP Manager. The Charon-SSP Manager is the main interface to all important functions of the Charon-SSP software. Managing Charon-SSP via the
command-line is possible but outside the scope of this document (please refer to the user's guide of the conventional product for more information).

Notes:

Typically, Charon-SSP Manager is installed either on the Charon host itself (if this system has a graphical interface) on a management system on
customer premises. This is the use-case described in this section. Other configurations are possible. For example, the Charon Manager could be
installed on a non-graphical Charon host in the cloud or in a VMware environment and be displayed on a remote system using X11-Forwarding via an
SSH connection.

For accessing a Charon host instance in a cloud across the Internet using its public IP address:

® The security configuration on your Charon host instance must at least allow SSH access. This allows the built-in SSH tunneling of the Charon-
SSP Manger to work. Should you not use SSH tunneling, you must open up additional ports. However, if the connection runs over the Internet
without a general VPN, Stromasys strongly recommends to use SSH tunneling to protect your Charon-SSP cloud instance and any emulated
systems running on it.

®  You must know the public IP address of the Charon-SSP host instance in the cloud. To determine this address, refer to the instance information
displayed on the cloud management console.

® To use the Charon Manager integrated SSH tunnel, you need the private SSH key of the key-pair associated with your instance.

For access a Charon host instance in a cloud via an SSH-based VPN or another VPN solution:

® Active SSH-based VPN (see SSH VPN - Connecting Charon Host and Guest to Customer Network in the Charon-SSP User's Guide) or other
active VPN solution

® Private IP address of the Charon-SSP host in the VPN

Information about the initial management password configuration:
Before connecting to a Charon-SSP host with the Charon Manager for the first time after the initial installation you must set the management password.
This can either be done via the command line (see SSH Command-Line Access) or via the Charon Manager itself as described below.

Starting the Charon Manager and Login to Charon Host

Starting the Charon Manager

To start the Charon-SSP Manager on Linux and to open the Charon Manager login window, use the following command:

$ /opt/charon- manager/ ssp- manager/ ssp- nanager

To start the Charon-SSP Manager on Microsoft Windows, click on the Desktop icon or use the entry in the Start menu.

The steps above will open the Charon Manager login window which has two tabs.
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Entering Charon Manager Login Information and Connecting to Charon Host

Step 1: the Charon Manager Login tab

Charon Manager [S5P] 5.0.1

Login | SSH

to manage Charon emulator.

Please enter IP address and password to login Agent

IP address: |

Password:

S5H tunnel: | OFF

Connect Cancel
Step 2: the Charon Manager SSH tab
Charon Manager [S5P] 5.0.1
Login | SSH

Username: |

Private key:

Passphrase:

Server port: | 22
Connect Cancel

© Stromasys 1999-2024

If the management password has not yet been set,
perform the following steps:

® Enter the IP address of your Charon-SSP host
instance in the IP address field.
Leave the Password field empty.
For cloud instances enable the SSH tunnel
configuration (select ON).
Set to OFF if connected to localhost. The SSH tunnel
can generally be used if key-based SSH login is
enabled on the target system.

® Change to the SSH tab to fill in the required
information if the SSH tunnel has been enabled.

If the management password has already been set,
perform the following steps:

® Enter the IP address of your Charon-SSP instance in
the IP address field.

Enter the Charon-SSP management password.
Enable the SSH tunnel configuration for
communication across a public network unless you use
a secure VPN connection (key-based SSH login
required).

® |fthe SSH tunnel is enabled, change to the SSH tab to
fill in the required information there.

If you use the integrated SSH tunnel, perform the following
steps:

® Enter the Charon-SSP user in the Username field. For
prepackaged images, use charon or sshuser; for
RPM installations use the user for whom the correct
public key has been installed.

® Enter the path to the private key file (click on the three
dots next to the Private key field to open a file
browser). You typically associated your cloud instance
with this key-pair during instance creation.

® Enter the passphrase for the private key if required.

® Adjust the server port (default 22) if required.

Please note: the public key of the key-pair must be in the .
ssh/ aut hori zed_keys file of the user entered above
(sshuser and charon for prepackaged images).
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Step 3: connecting to the Charon host system

After entering all the required information, click on Connect to connect to the Charon-SSP instance. If the management password still needs to be set,
you will receive a prompt to enter the new password:

® Enter the desired password in the New password field
and confirm it in the Confirm password field.
This management password is then valid for all
subsequent logins by the same or a different user until
it is changed again. It is not removed if Charon-SSP is
Set Password reinstalled. Note that older versions of the product will
not prompt for the password at first login but will use a
default password (stromasys). If you need to reset a

Please reset the default pESEWDI’d. forgotten management password, please refer to the
Charon-SSP user's guide.

Then click on OK.
MNew pﬂEEWDrd- | ® The login process continues.

Confirm password:

After a connection has been successfully created, the Charon Manager welcome screen opens. Example of the Charon Manager welcome page:

Charen Manager [S5P] -= 127.0.0.1 [redhat] b4

Welcome to Charon Manager

= Create a New Virtual Machine (VM)

tho Create a new virtual machine, which will then be added to the left list.

Import an existing virtual machine, which will then be added to the left list.

About
Wiew warsion information of Charon.

@ Import a Virtual Machine (VM)

Please note: the title bar of this screen indicates the managed system type in square brackets (conventional Red Hat installation in the example).
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Please note: the steps described here assume that the cloud instance and its resources are dedicated to the Charon installation that is to be removed
and that they are not used for any other important applications.

If you want to completely remove Charon from the cloud environment and free up all resources used by it, you must perform several steps:

1. Cleanly shutdown any running guest operating systems.
2. Stop the emulator.

3. Back up any emulator data (configuration, vdisks, vtapes, ISO files, and any other customized emulator and instance settings) that you want to
keep and copy the data to a non-cloud resource.

4. Delete all resources associated with the cloud instance that was used for the emulator. This includes the cloud instance itself, any additional
storage associated with it, any static IP addresses allocated to it, associated vNICs, etc.

If more than one cloud instance is dedicated to the Charon installation, the steps must be performed for all cloud instances that are no longer needed.
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This section describes some additional AWS configuration options that can be used with the Charon AWS instance.

® Storage Management
® Charon Cloud Networking Information
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Storage Management

To add additional disk storage to your Charon host instance in AWS (for example, for storing virtual disk containers), perform the steps described below.

Please note: the GUI may look slightly different depending on which version of the GUI you use. However, the available options should be the same.

Contents

®  AWS Storage Environment

B Creating a New Volume
B Attaching an Existing Volume to an Instance
B Detaching a Volume from an Instance

B Steps on the Charon Host System

®  Mounting a Newly Attached Volume Using the Storage Manager (SSP AL only)
®  Mounting a Newly Attached Volume Manually
®  Unmounting a Volume

AWS Storage Environment

In the AWS environment, you can, for example,

® create a new storage volume,
® attach an existing storage volume to your instance,
® detach a storage volume from your instance.

These steps are shown below.

For more details, please refer to the AWS documentation.
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Creating a New Volume

Step Details
Open the Volumes © vewcz Experienne
configuration from B o Il E—
the EC2 dashboard Resources L] @
Eve
i Vi s ing thee llswing Asmazen EC2 resources in the S Exit [N, Vieginia) Regior:
Tagn
Fusrwing Instances 4 Elastic IPs 5
Lisrits
¥ inshaness Dedicated Hosts L Snapahats 36
Indkarses [ — 4% Load balanoer o
Instance Types
Ky pairs 18 Seurity QIoUps 41
Lawrsth Termplaten
Spol Regueesis Flacemen grougd 0
Sasings Flana
Resorved Initared
Debcated Hosts Launch instance Service health
Scheduled Instances 5 | | sarvics seatth Dashboard (3
Capacity Reiervations To gt started, unch an Amazon ECE instamoe, which i a winual )
server in the cloud.
uFS Bt M, Wirginiah (2 Thi wervice 1 operating
AMIg Mt Y AT W [ M. & e ey
¥ Blastic Block Store
Zone status
=) Scheduled events Z
FLT Statud
Lifecyche Manages

This will open the volume overview screen.

Create a new Click on the Create Volume button on top of the volume overview screen.
volume
Volumes (156) | C || actions v |
Q {1 2 3 4 > B
Name v Volume ID v Type v Size v IOPS v Thr

This will open the volume creation window.
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Select

Volume type

Volume size

Availability zone (Please note: must be the same as the Charon AWS host instance!)
Optionally, encrypt the device and/or add a name tag.

Then click on Create Volume at the bottom of the window.

Create volume .«

Create an Amagzon EBS volume to attach to any EC2 Instance In the same Avallability Zone.

Volume settings

Volume type Info

General Purpose S50 (gp2) ¥

Size (GIB) Info
100 -

Min: 1 GIB, Max 16384 GIB. The value must be an integer

IOF5 Info

300 / 3000

(=]
o
]

Bazeling of 3 10PS per GIB with & minimum of 100 table to J000 1OPS

Throughput (MIB/s) Info

Mot applicable

Avallability Zone Info

us-east-1¢ v

Snapshot 1D - optional  Info

Don't create wolume from a snapshot v Z

Encryption infe

Use Amazon EBS encryption as an encryption sodution for your EBS respurces associpted with your EC2 instances

Encrypt this volume

You will receive a confirmation window. Close it to return to the volume overview screen where you should now see the new
volume.
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Attaching an Existing Volume to an Instance

Once a volume has been created, you can attach it to your instance.

Step Details

Attach the In the volumes overview screen, check that your volume has the state available. Right-click on it and select Attach Volume.
volume to your This will open a small input screen.

instance

Attach volume .«

Attach a volume to an Instance to use It as you would a regular physical hard disk drive,

Basic details

Volume 1D

vol-02413eb9bcf59672b (we-diskimages)

Awvallability Zone

us-gast-1c

Instance Info

i-03fefd3effab3b466 v O

Only instances in the same Avallability Zone as the selected volume are displayed

Device name Infa

Jdev/sdf

Linux device names: fdevfsdf through fdev/sdp

(@) Mewer Linux kernels may rename your devices to fdev/fxvdf through
Jdev/fxvdp internally, even when the device name entered here (and shown In
the detalls) Is fdev/sdf through fdev/sdp.

Cancel Attach volume

Select the instance to which the volume is to be attached. Optionally, you can change the device name that will be presented to
the Charon AWS instance.

Click on Attach to confirm the configuration and to attach the volume to the instance.

The status of the volume in the volume overview screen will change from available to in-use.
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Verify success in = Go to the instance overview list and select your instance. In the storage tab at the bottom, you will see that the instance now has

the instance two block devices.
description
Instances (1/1) 1o 4 Actions ¥
Q
AP TilRers .r filters |
AMfindty
Architacture eiD Instance state ¥ Instance type + Status check Alarm Status A
B Wa-wp-test -O505a 706973500420 ) Running t2medium () 2/2 checks ... Mo alarms == 15-4]

Instance: i-0505a7d69735c042¢ (we-vp-test)

Dataily Securily Hetwarking Storage Statiss Checks Manitering Tags

¥ Root device details

Roab devdor name Root device type EBS optimizaticn
[ deviedal EBS disabled
Block devices (2)
Q,
Valume 1D Dravics mama Voluma size (GiR) Abtachmaent status Attachmant tirme Encrypled
wol-DdSbaT42b 2Ed0d Gob Sdewfedal a8 @J‘\-'-U\'-h'-'d Frl Jan 17 2030 10:34:11 G... Mo
wol-01420af414ebdaddn S fodf 100 E’-"-“JCh'—'d Thu Jun 04 2020 18:45:47 ... Mo

Detaching a Volume from an Instance

If the volume is the root device of the instance, you must stop the instance before detaching the volume.

If the volume is not the root device of the instance, unmount the volume in the Charon host system before detaching it (see Steps on the Charon Host
System below).

Then detach the volume from your instance:

® Go to the Elastic Block Store volumes list.
® Select the volume to be detached.
® Use the menu Actions > Detach volume.
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Steps on the Charon Host System

Mounting a Newly Attached Volume Using the Storage Manager (SSP AL only)

After the volume has been attached to the instance, it must be included in the Charon-SSP host system configuration. On a Charon-SSP AL instance, this
is achieved via the Charon-SSP Manager.

1. Open the Charon-SSP Manager on your local system and connect to your Charon cloud instance.
2. Select Tools > AWS Cloud > Storage Manager.
3. In the Storage Manager window, perform the following steps:

a. Select the new device.
b. Click on the cog-wheel symbol.

c. Only if required, select Format Volume to create a filesystem on the new device.
Please note: This will delete all data on the volume.

d. Click on the cog-wheel symbol and select Mount the Filesystem.

This will mount the new volume under / char on/ st or age/ nedi a/ <UUl D>/ . The following image shows a sample:

Storage Manager -> 192.168.0.10 x

« 3 aws (21568) ;—g e &

L &l Partition 1 (21.5 GB)
E" AWS (107.4 GB) Device: fdeviovdf
: Size: 107.4 GB (411 GB free)

Serial Number: —

Partitioning: —
File System: xfs

Mounted: /charon/storage/media/aSfdb3e0-bbdb-de...
LVM: —

File Manager | Close

Please note: The device on the host system is called / dev/ xvdf (XEN virtual block device). This is equivalent to an / dev/ sdf volume shown in AWS.
The device naming depends on the instance type and the kernel storage drivers. For example, a device may be presented to LInux as a nvme device as
well.

Once the filesystem has been mounted, the space is available to the Charon-SSP host system. After the first mount via the Storage Manager, the
filesystem will be automatically mounted after a restart of the Charon host instance.
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Mounting a Newly Attached Volume Manually

This is an example of how to mount (and if necessary partition) an additional disk on a Charon host system. Please refer to the Linux manual pages for
details.

The general tasks on the Charon host system require to identify the disk, add a file system to it (if this has not been done before), and mount the disk on
a suitable mount-point.

Please note: the different cloud environments may offer the disk volumes to the Linux instance using different names. However, the basic steps will be
the same as in the examples below.

Step 1: Identify new disk

After logging in on the system, you can identify the new disk using the Isblk command:

# 1sblk

NAVE MAJ: M N RM  SIZE RO TYPE MOUNTPO NT
sda 8:0 0 20G O disk

sdal 8:1 0 200M O part /boot/efi
sda2 8:2 0 19,8G 0 part /

sdb 8:16 0 200G O disk

In the example above, the new disk is /dev/sdb. The output shows no mount-point, i.e., the disk is not mounted yet. It also does not have any partitions.
Please note:

® A disk without partitions can also have a filesystem and data on it. Hence be sure that the disk really does not have any important data on it before
you partition it.

® |f a system has many disks, it is helpful to run the Isblk command before the new disk is added. This makes it easy to identify the new disk in the
output after it has been added.

Step 2: Partition disk (fdisk or parted) - only if required

Please note: This step is only meant for new disks or to re-partition an existing disk. It will destroy all data on an existing disk.

Please refer to the manual pages ($ man parted and $ nman fdi sk) of your Linux distribution for details on the disk-partitioning commands. If the

whole disk is used for one filesystem, it is not strictly required to create a partition. The decision of which disk layout is required depends on the customer
requirements is the responsibility of the user.

After creating one partition on disk with fdisk (# fdisk /dev/sdb), the Isblk output shows the new partition:

# | sbl k
NAVE MAJ: M N RM  SIZE RO TYPE MOUNTPO NT
sda 8:0 0 30G 0 disk

sdal 8:1 0 500M O part /boot
sda2 8.2 0 29,5G O part /
sdb 8:32 0 64G 0 disk
sdbl 8:33 0 64G 0 part

Step3: Create a filesystem on the new partition(s)

Use the mkfs command to create a new filesystem. The selection of a filesystem depends on customer requirements. For example, to create an XFS
filesystem, use

# nkfs.xfs /dev/sdbl

Please refer to the documentation of your Linux distribution for details about the mkfs command.
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Step 4: Create a mount-point and mount the new filesystem

The following example shows how to create a mount-point and mount the file system.

To keep the example consistent with the sample outputs above, /dev/sdb1 is used in this example. However, as the /dev/sdX device names are not
guaranteed to be persistent across reboots, it is strongly recommended to use names from the /dev/disk/by-* hierarchy (for example by-uuid) for
permanent, production use.

# nkdir /space
# mount /dev/sdbl /space

The df command shows the mounted filesystem:

# df

Fi |l esystem 1K- bl ocks Used Avail abl e Use% Mount ed on
devt npfs 4065684 0 4065684 0% /dev

tpfs 4077556 16 4077540 1%/ dev/ shm
tmpfs 4077556 9224 4068332 1% /run

tnpfs 4077556 0 4077556 0% / sys/ fs/cgroup
/ dev/ sda2 30929148 1677416 29251732 6%/

/ dev/ sdal 508580 65512 443068 13% / boot

tnpfs 815512 0 815512 0% / run/user/ 1000
/ dev/ sdbl 65923628 53272 62498580 1%/ space

Step 5: Mount the disk automatically at system boot

To mount the disk automatically when the system boots, you must add it to the file /etc/fstab.

Please note: The device naming /dev/sdXN (e.g., /dev/sdb1) is not guaranteed to be persistent across reboots. Hence, it is advisable to use a persistent
name from the /dev/disk/by* hierarchy (for example, the UUID).

You can use the Is or the blkid command to identify the UUID. Examples:

$ Is -1 /dev/disk/by-uuid/

total O

I rwxrwxrwx. 1 root root 10 2020-08-14 21:14 0c523909-f b78-48cb-9dc8-e7a08197a673 -> ../../dm4
I rwxrwxrwx. 1 root root 10 2020-08-14 21:14 31f a8e8c- abc0- 45f 7- 9892- dal3ba8lelOe5 -> ../../sdbl

$ blkid |grep sdbl

/ dev/ sdbl: UUI D="31f a8e8c- a6c0- 45f 7- 9892- dal3ba8lel0e5" BLOCK Sl ZE="4096" TYPE="xfs" PARTUUl D="db62deaa- f 25f - 43d4- b958-
700c1c13d844"

To add the device to /etc/fstab perform the following steps:

1. As the root user, open the file /etc/fstab with a text editor.

2. Add the mount command to the file. Please note: The following is for illustration only. The exact options depend on your requirements.
Sample fstab entry:
UUI D=31f a8e8c- a6c0- 45f 7- 9892- dal3ba81lele5 /space xfs defaults 1 2

3. Save the file.
4. Test if the automatic mount works correctly.

Unmounting a Volume

To unmount a volume before perform the following steps:

® Stop all Charon instances that might use the volume that is about to be unmounted.
® On host systems based on AL images:

® |n Charon Manager go to Tools > AWS Cloud > Storage Manager.

® Select the volume.

® Click on the cogwheel symbol and select Unmount the Filesystem.
® On other systems:

® Use the command # unmount <devi ce- pat h>or# unpbunt <nount - poi nt >
® To make this permanent, remove the corresponding entry in /etc/fstab.
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® General Information

® |inux Versions and NetworkManager

® |nterface MTU Considerations

Host to Guest Communication Considerations

External Communication Considerations

Guest to Guest Layer 2 Communication Considerations
Asymmetric Routing Considerations

Cloud Instance and IP Forwarding

Interface Configuration Basics

® Basic File-based Interface Configuration without NetworkManager
® Basic Interface Configuration with NetworkManager

® Charon-SSP Manager Network Settings
® Using the nmtui Utility
® Using nmcli Commands

® Further Information

General Information

This section provides some basic information about networking questions that are likely to affect Charon when running in the cloud.

If the information in this chapter is not sufficient, please refer to the additional Charon documentation provided by Stromasys and the documentation
provided by your cloud provider for up-to-date and comprehensive information.

Linux Versions and NetworkManager

There are significant differences regarding the NetworkManager in the different Linux versions (RHEL 7, 8, 9 and derivatives). This section provides an
overview of some important differences.

There are two basic network configuration systems in the relevant Linux systems:

The network service with the network configuration based on ifcfg-files in /etc/sysconfig/network-scripts. This requires the network-scripts package.

The NetworkManager with its own configuration file syntax. Persistent configuration files are stored in /etc/NetworkManager/system-connections. The
NetworkManager has a plugin (ifcfg-rh) to handle ifcfg-files. This plugin does not support all configuration options of the network-scripts system (e.g.,
tunnel and tap interfaces are not supported).

Linux 7.x:

® The network-scripts and NetworkManager methods coexist. It is possible to disable the NetworkManager completely or only for certain interfaces
(parameter NM_CONTROLLED=no in the ifcfg-file).

® The default NetworkManager plugin is the ifcfg-rh plugin.
® |nterfaces managed by the Charon-SSP Manager must have an ifcfg-file and be removed from NetworkManager control (unmanaged interfaces).

Linux 8.x:

The network-scripts package is deprecated. It is not installed by default, but available in the Linux package repositories.

The default NetworkManager plugin configuration is ifcfg-rh, keyfile. The keyfile plugin is responsible for handling the native NetworkManager
configuration file syntax.

® |f virtual bridge configurations including TAP interfaces are configured using ifcfg-files, the network-scripts package is required. Otherwise, the TAP
interfaces cannot be activated (missing support in the ifcfg-rh plugin). Alternatively, such interfaces can be configured as native NetworkManager
connections.

® There is an ifup command which by default points to nm-ifup. Once the network-scripts package is installed, it points to the ifup command contained
in this package.

® The loopback interface (lo) cannot be managed by the NetworkManager.
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® |nterfaces managed by the Charon-SSP Manager must be under NetworkManager control (managed interfaces).

Linux 9.x:

The network-scripts package is no longer available in the Linux package repositories.
The default Networkmanager plugin configuration is keyfile, ifcfg-rh.
Existing ifcfg-files can still be read and written, but only if supported by the ifcfg-rh plugin.

A new nmcli command option (nntli connection m grate <con-nane>) helps with the conversion of ifcfg configuration files to native
NetworkManager connection profiles. However, this command only works for connections supported by the ifcfg-rh plugin. This means, for example,
that TAP interfaces that were previously configured via ifcfg-files must now be recreated using nmcli commands or another NetworkManager
configuration tool. Before using the migration command, take a backup copy of the content of /etc/sysconfig/network-scripts.

® By default, there is no ifup command. If it is needed, the NetworkManager variant of the command can be installed (NetworkManager-initscripts-
updown).

The loopback interface (lo) cannot be managed by the NetworkManager in versions before 9.2.
Interfaces managed by the Charon-SSP Manager must be under NetworkManager control (managed interfaces).

Additional information about the ifcfg-rh plugin:

The ifcfg-rh plugin is used by the NetworkManager to read/write the traditional ifcfg-files in /etc/sysconfig/network-scripts. Each NetworkManager
connection corresponds to one ifcfg-file. The plugin does not support all the connection types supported by the original network-scripts package. The
plugin currently supports Ethernet, Wi-Fi, InfiniBand, VLAN, Bond, Bridge, and Team connections. This means that, for example, TYPE=Tap is not
supported and cannot be handled by the NetworkManager in the ifcfg-file format. In Linux 7.x and Linux 8.x, the network-scripts package can be used to
support the ifcfg-file format. In Linux 9.x, this package is no longer available. Thus, unsupported connection types must be manually recreated.

Interface MTU Considerations

When configuring a dedicated network interface for an emulator, ensure that the MTU of the Charon host interface used is not smaller than the MTU
used by the legacy guest operating system. Failing to do so will cause network problems. For further information, please refer to the chapter Interface
MTU Considerations in this guide.
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Host to Guest Communication Considerations

There are several ways a communication between the host operating system and the legacy guest operating system can be implemented. For example:

1. Internal virtual bridge on the host system:
Such a bridge has several TAP interfaces. The host and the guest systems are connected to this bridge and can communicate directly with one
another using L3 and L2 protocols. The bridge uses its own IP subnet that can be defined by the user. For Charon-SSP, setting up such a
configuration is supported by the Charon-SSP Manager (leave the default gateway field empty for the bridge interface). Several hosts configured
with guest systems and such an internal bridge can communicate across the cloud-internal LAN and the host systems can route the private IP
subnets of the bridges between themselves. L2 protocols are not possible if routing across the cloud LAN is used.

2. Communication via the cloud-internal subnet LAN:
In this case, a second interface is added to the Charon host system. The second interface is then assigned to the emulated guest system. After
configuring the interface correctly, the host and guest can communicate across the cloud-internal LAN using IP. Please note: L2 protocols or any
protocols that require changing the MAC address to something different than the MAC address assigned to the second interface by the cloud
provider will not work.
To connect the guest system to the LAN, the following basic configuration steps must be performed:

® Add the additional interface to the Charon host system.

® Make a note of the private IP address assigned to the second interface by the cloud provider, and remove it from the Linux configuration (if it
has been configured).

® Create a configuration for the additional interface such that it is activated at boot but does not have an IP address on the Linux level. This can
be done via configuration files on Linux 7.x. For Linux 8.x nmcli commands, the nmtui utility, or (for SSP) the Charon Manager can be used.

® Assign the interface to the emulated system. This can be done by modifying the emulator configuration file or by using the Charon-SSP
Manager.

® Set the MAC address of the emulated system to the same value as the one used on the host system Ethernet interface. For Charon-SSP, this
configuration can be implemented using the Charon Manager.

® On the guest operating system, configure the private IP address that was previously assigned to the second interface on Linux and configure
the appropriate default route for the LAN.

Please note:

® The section Dedicated NIC for Guest System provides some hints on how to configure the second interface in the different situations. Please refer to
your cloud-provider's documentation for up-to-date comprehensive information.

® |f Layer 2 communication between guests on different Charon hosts is required, a bridged overlay solution must be set up between the two Charon
host systems. Direct L2 or non-IP L3 communication across the cloud LAN is not possible.
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External Communication Considerations

In addition to allowing SSH access to the host system for management purposes, it may be necessary to enable Internet communication to the host and
guest system or connect host and guest to the customer's network.

Please note: Charon hosts based on Charon AL (Automatic Licensing) marketplace images and using the public license servers always need either
direct Internet access or Internet access via NAT from a NAT gateway in the same cloud as the Charon host to access the license server.

Recommended way to connect the Charon host and legacy guest systems (e.g., Solaris, HP-UX) to the customer network:

To ensure data traffic between the Charon host and guest systems and the customer network is encrypted, it is strongly recommended to use a VPN
connection. An example of a simple VPN connection based on an SSH tunnel is described in SSH VPN - Connecting Charon Host and Guest to
Customer Network. This connection is based on a bridge between Charon host and guest system and (via an encrypted SSH tunnel) the remote end-
point in the customer network. The connection supports L3 and L2 protocols.

Cloud providers usually also provides a VPN gateway instance that can be added to the customer cloud network to connect the cloud network to the
customer network (for a charge).

Recommended way to connect the guest system to the Internet:

The Internet connection can be implemented across the VPN to the customer network. In this case, the customer can allow the legacy guest operating
system to access the Internet exactly following the security policies defined by the customer.

Access to the Internet from subnets or guest operating systems with only private IP addresses:

Access to the Internet for subnets with only private IP addresses is possible across a gateway instance providing VPN access to the customer network
and allowing (NATted) Internet access via this path. Alternatively, a NAT gateway in the cloud can be used to map the private addresses to public
addresses. The NAT gateway can be implemented on a Charon host system, a dedicated customer-operated gateway, or it can often be provided by the
cloud provider for a charge.

Please note: a Charon AL host system that uses the public license servers always needs either direct Internet access or Internet access via NAT from a
NAT gateway in the same cloud as the Charon host to access the public license server.

Direct guest system access to the Internet:

This not a recommended standard solution for security reasons. However, should it be required, two interfaces with public IP addresses can be assigned
to the Charon host.

One of these interfaces is then dedicated to the guest system which uses the private interface address and the MAC address assigned to the Charon
host by the cloud provider (see also Dedicated NIC for Guest System).

Guest to Guest Layer 2 Communication Considerations

Should L2 protocols be required between two guest systems on different host systems, a bridged overlay solution must be set up between the two host
systems to allow the L2 traffic to pass. Such a solution could be, for example, a simple SSH tunnel similar to the one described in SSH VPN - Connecting
Charon Host and Guest to Customer Network, a VXLAN overlay network based on native Linux features, or a commercial solution. In all cases, it always
requires thorough testing to verify that it fulfills the customer requirements.
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Asymmetric Routing Considerations

This section applies to the case where several interfaces are configured on an instance and they all have IP addresses configured on the Linux level.

When you add a secondary NIC to a Linux instance, a new interface (that is, an Ethernet device) is added to the instance and automatically recognized
by the OS. Depending on the cloud-provider, DHCP may not be active for the secondary VNIC, and you must configure the interface with a static IP
address and add any routes that are relevant for the new interface.

Connectivity problems caused by asymmetric routing arise if traffic arrives through one interface and, when the service replies, the reply packets (with the
incoming interface's IP address as the source address) go out the other interface. Policy-based routing is required to ensure that packets are sent out via
the interface configured with the same IP address that is used as the source IP address in the packet, and to find the correct default gateway (if needed).

Please note:

® The steps below show a simple non-persistent example (can be made persistent via a startup script, or via a persistent network configuration). Please
refer to your Linux documentation for details.

® The actual steps depend on your configuration and may vary slightly depending on the specific cloud environment and Linux version. Please always
refer to your cloud provider's documentation.

Assumptions:

® The Linux instance has a primary Ethernet interface (ethO) with address 10.2.0.8/24 and a public IP address (PublP-0). The default route points to
this interface.

The Linux instance has a secondary Ethernet interface (eth1) with address 10.2.0.9/24 which also has a public IP address (PubIP-1).
All firewalls on the operating system and cloud level are set to allow ICMP traffic to both interfaces.

Cloud submet

Ly choud - 10.2.0.8024 e e
instance | PubP-0 r
-
- 1 1 Internet
athl 10,210,924 H\.,
3 PubdP-1 = :
Default GW

10201524

Problem description:

® A ping from an external host to the public IP address PublP-0 of the primary Ethernet interface works.
® A ping from an external host to the public IP address PublP-1 of the secondary Ethernet interface fails.

® A network trace on the cloud host shows that the ICMP packets to PublP-1 arrive at the cloud instance on eth1 as expected, but there is no answer.
The reason is that the answer follows the default route via the primary interface, and this traffic is blocked by the cloud provider.

When adding a second IP interface to the Charon host, the routing problems described above can occur. They can be solved by creating a second
routing table and adding a routing policy as shown in the following example which uses the data provided in the assumptions above:

ip route add 10.2.0.9/32 dev ethl table 99

ip route add default via 10.2.0.1 dev ethl table 99
ip route add 10.2.0.0/24 dev ethl table 99

iprule add from10.2.0.9 | ookup 99
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The example has the following effect:

® |t creates a non-default routing table (table ID 99) and adds the routes required for the secondary interface to this table. In particular, any primary or
alias IP address assigned to the interface must be added.

® |t then defines a routing policy that any traffic with the source address of the secondary Ethernet interface must use the non-default routing table.
This forces traffic sent to the IP address of the secondary Ethernet interface to also leave the system via this interface.

You can verify the configuration using the commands:

® ip route show table 99

® ip rule show all

Once you found a configuration solving your problem, you can make the configuration permanent by adding it to a startup script.
Please refer to the Linux man pages for ip rule and ip route for more information.

Additional information for Charon-SSP marketplace images: the home directory of the sshuser contains a script named active_sec_network.sh.
This script is only an example that illustrates how to create a systemd service to activate necessary routes and rules during system boot (instead of
using steps 7 and 8 above). Do not use this script without carefully adapting it to your requirements - failing to do so, may make your system unreachable.
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Cloud Instance and IP Forwarding

If a Charon cloud instance is to forward IP packages between its interfaces (act as a router), in addition to configuring IP forwarding on Linux (/ sbi n
/sysctl -w net.ipv4.ip_forward=1), an additional configuration step is required in the configuration of the cloud instance. This configuration has
different names in the different cloud environments.

AWS and OCI: source/destination checking must be disabled for all relevant interfaces of the instance.
Azure: IP forwarding must be enabled for all relevant interfaces of the instance.

GCP: IP forwarding must be enabled for an instance when it is created.

IBM: IP spoofing must be enabled for all relevant interfaces of the instance.

Without this configuration, the cloud providers block packets that do not contain the IP address of the cloud instance interface in either the source or
destination field.

Interface Configuration Basics

This section shows some basic approaches on how to configure the network interfaces on a Charon host for use by the guest system. That is, the
interface should be activated at boot, but without an IP address. The IP address assigned by the Cloud provider can then be used by the guest system.

It is by no means a complete documentation but should provide a starting point. Further information can be found in the documentation of your Charon
Linux host and the documentation of your cloud provider. Please refer to them for any additional information beyond the basic examples below.

The examples show possible configuration steps on
® Linux systems with file-based network configuration (mostly Linux 7.x), and
® Linux system with NetworkManager-based network configuration (mostly Linux 8.x and later)

Please note: the interface names used in the following section are for illustrative purposes only. Please familiarize yourself with the interface naming
conventions used in your cloud environment.

Expected result of the example:

1. The system should still be reachable via eth0.
2. Interface eth1 should be up without having an IP address configured.
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Basic File-based Interface Configuration without NetworkManager

This configuration applies to systems with a file-based network configuration where the NetworkManager is either not active, or where network interfaces
should be excluded from NetworkManager control (e.g., to be managed by the Charon Manager). The NetworkManager is disabled by default in older
Charon-SSP marketplace images that are based on Centos 7.

Please note:

The sample configuration assumes a CentOS 7 system and that the interface is configured outside the control of the NetworkManager.

Should the NetworkManager be active, the plugin ifcfg-rh must be enabled in section main of the NetworkManager configuration file /etc
/NetworkManager/NetworkManager.conf. It enables the NetworkManager to read and write ifcfg-files.

After the initial creation of the ifcfg-file, the interface can be managed by the Charon-SSP Manager.
® For the full feature-set of the file-based network configuration, the network-scripts package is required.

To make the second interface usable for the Charon guest system, perform the following steps:

1. Add a second interface to your instance as described in the cloud-specific Getting Started guide and your cloud provider's documentation.
2. Log into the instance and become the root user (use: sudo -i)

3. Ildentify the names of the two Ethernet interfaces:
# ip link show

4. Create an interface configuration file for the second interface.

a. A file for the first interface may exist depending on the default of the cloud environment. In this case, you can copy Example (use correct
interface name for your configuration):
# cp /etc/sysconfig/ network-scripts/ifcfg-ethO /etc/sysconfig/ network-scripts/ifcfg-ethl

b. If there is no file that can be copied, you must create the ifcfg-file for the new interface manually.

5. Edit this file to match the characteristics of eth1 (use correct interface name for your configuration). The private IP address used for this interface
will be assigned to the Solaris guest. Therefore, configure the Linux Interface without IP address, similar to the example below.

BOOTPROTO=none
DEVI CE=et h1
NAME=et h1
ONBOOT=yes
TYPE=Et her net
USERCTL=no
NM_CONTROLLED=no

Please note:
On some cloud platforms, the automatic cloud-specific configuration prevents the entries in the ifcfg-file to take effect (for example on GCP).
Please refer to your cloud-provider's documentation and the additional cloud-specific networking sections in this guide for more information.

6. Restart the network:
# systenttl restart network
Please note: Should there be an error when executing this command, kill the DHCP client process and retry the command.
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Basic Interface Configuration with NetworkManager

This configuration applies to systems where the NetworkManager is active and network interfaces are under NetworkManager control. The
NetworkManager is enabled by default in newer Charon-SSP marketplace images that are based on Rocky Linux 8.x.

Please note:

The interface names used in the following section are for illustrative purposes only. Please familiarize yourself with the interface naming conventions
used in your cloud environment.

The sample configuration assumes a Rocky Linux 8.x system and that the interfaces are under the control of the NetworkManager.

On some cloud platforms, the automatic cloud-specific configuration prevents the operating system configuration to take effect (for example on GCP).
Please refer to your cloud-provider's documentation and the further sections in this document for additional information.

In NetworkManager environments, you have different options to configure network interfaces for use by the guest system. The main options are the
following:

1. On a Charon-SSP system, use the Charon Manager Network Settings utility. For this, the interfaces must be under the control of the
NetworkManager.

2. On a Linux system with a graphical user interface, use the provided graphical network management tools. This is typically not available in cloud
environments.

3. On a Linux system without a graphical user interface, use the nmtui utility or nmcli commands.

4. Manually create and modify ifcfg-files in /etc/sysconfig/network-scripts. This requires the installation of the deprecated network-scripts package in
Linux 8.x. In Linux 9.x this method only works for interface types supported by the NetworkManager ifcfg-rh plugin which does not have the full net
work-scripts functionality.

The following sections show samples for options 1 and 3.

Charon-SSP Manager Network Settings

The Charon-SSP Manager provides basic network configuration options.

® To access them, start the Charon Manager and open the menu option:
Tools > Network Settings

® To configure a host system for use by the emulator perform the following steps:

® Select the correct interface.
® |n the IP setting field select None.
® Click on Apply.

Please note:

® For RHEL 7 and derivatives, the interfaces to be managed by the Charon Manager must be removed from NetworkManager control and an ifcfg-file
must exist.

® For RHEL 8 and later (and derivatives), the interfaces to be managed by the Charon Manager must be under NetworkManager control.

Using the nmtui Utility

The nmtui utility provides a method to configure the network settings for the NetworkManager in a text-based environment without having to know the nm
clicommands. It is provided via the NetworkManager-tui package.

The following basic example shows how to remove the IP address from the interface and how to reactivate the interface afterwards.

Start the tool as the root user: # nnt ui

Use the up/down and left/right arrows to navigate.
Select Edit a connection and press RETURN.
Select the interface you want to configure.

Select Edit on the right side and press RETURN.

To make the interface come up without an IP address at boot, set the IP configuration to disabled (pressing RETURN on the value field will open a
menu), and enable the automatic connection.

Select OK and press RETURN.

Navigate back to the main screen.

Select Activate a connection and press RETURN

Select the interface you want to reactivate and select Deactivate on the right. Press RETURN.
Repeat the steps for the Activate option to reactivate the interface.

Navigate back to the main screen and end the session.
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Using nmcli Commands

To configure the interface dedicated to the emulator such that it receives no IP address but is activated at start, you could use command similar to the
following:

1. Identify the NetworkManager connection to configure. The interface may have been automatically activated by the NetworkManager. In the
example, it is "Wired connection 1" on device eth1.

# nntli conn show

NAVE uul D TYPE DEVI CE
System et hO 5f b06bd0- Obb0- 7f f b- 45f 1- d6edd65f 3e03 et hernet et hO
Wred connection 1 027alc2b-3397-37fb-abe2-f2e02eb59992 ethernet ethl

If there is no connection for the interface yet, check if the device is visible using the command nntli dev statusorip |ink show.

2. For an existing connection:

a) Configure an appropriate name for the connection if required:

# nntli conn nod "Wred connection 1" con-nane ethl

b) Set the IP configuration such that no IP address is assigned:

# nncli conn nod ethl ipv4. method "di sabl ed" ipv6. method "di sabl ed”

c) Configure automatic interface activation at boot:

# nntli conn nod ethl connection. autoconnect yes

3. If no connection for the second interface exists:

Add a new connection (with automatic interface activation, without IP address):

# nncli conn add con-nane ethl type ethernet ifnane ethl autoconnect yes ipv4.nethod "di sabl ed" ipv6. method "di sabl ed”

4. (Re-)Activate the connection (this command may time out if IP connection check is enabled):

# nncli con up ethl

Further Information

The following sections provide additional information:

Network Interface Management

SSH VPN - Connecting Charon Host and Guest to Customer Network
Dedicated NIC for Guest System

Interface MTU Considerations
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etwork Interface Management

To add an additional network interface to an instance or to remove an interface from your instance perform the steps described below.

Please note:

® The steps below only provide a basic overview. The exact tasks required will vary depending on your network design. Please refer to the AWS
documentation for details.

® The GUI may look slightly different depending on which version of the GUI you use. However, the available options should be the same.

Creating a New Network Interface

Attaching the Interface to your Instance

Assigning an Elastic IP Address to the Network Interface
Detaching a Network Interface from an Instance

Interface Naming on Linux Hosts with Enhanced Networking
Address Assignment Information

When an instance is created, a default Ethernet interface is attached to the system. This is the primary network interface. You can create additional
network interfaces and attach them to an instance.

Please note: If an instance has only one Ethernet interface, a public IP address can be assigned to the interface automatically. However, this
automatically assigned address will be removed by AWS if a second interface is added to the instance and the instance is stopped and restarted. Be
careful not to lose connectivity to your instance when changing the network configuration. Refer to the section about Elastic IP Addresses for additional
information.
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Creating a New Network Interface

The following steps are required to create a new network interface that can later be added to an instance:

Step

Locate the
Network
Interfaces
option on the
EC2
dashboard

and click on it.
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Clicking on Network Interfaces opens the list of existing network interfaces.
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Step Details

Create anew | Click on Create Network Interface at the top of the interface list.

interface.
Network interfaces (77) e e Actions ¥ m

a 1 2 > @

Name v Network interface ID 7 Subnet 1D v VPC ID v

This opens the interface creation window.

Create network interface

An elastic network Interface is a logical networking component in a VPC that represents a virtual network card.

Details inme

Description - aptional

A descriptive name for the network interface

we=testing

Subnet

The subniet inwhich to oreate the netweork |I|'.:"f.'.|'|
Q, subnet-06245dc 4

Private IPv4 address

The private |Pv4 address to assign to the network interface
O Auto-assign
Custom

Elastic Fabric Adapter
Enable

P Advanced settings

Security groups (1/166) e

| Q, we-test| * | 1 match 1 {8}
Group ID v Group name v Description
| sg-0f82abB6348 we-test-securitygroup we-test security group ssh-only

On this screen,

enter a description,

select the subnet the interface should be on (select the subnet to which your instance is to be connected),
allow AWS to automatically assign a private IP address or set a custom one from the subnet IP range, and
associate the interface with a security group (often the same as for the instance).

Click on Create when you are done. The new interface will appear in the overview list. There you can assign a name to the interface.
Check that the interface is in state available.
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Attaching the Interface to your Instance

After creating a network interface, you have to assign it to the instance where it will be used.

Important information:

® Stopping and restarting the instance after adding a second network interface will release any automatically assigned public IP address. If several
interfaces are required where one or more are configured with a public address, use Elastic IP addresses.

® Additionally, adding a second network interface with an IP configuration to a non-Amazon Linux EC2 instance causes traffic flow issues. This occurs
in cases of asymmetric routing where traffic to the instance arrives at one network interface and leaves the instance through the other network
interface. This is blocked by AWS because of a mismatch between MAC address and IP address. Refer to the AWS documentation and the Charon
Cloud Networking Information chapter (section Asymmetric Routing Considerations) for more information. Failure to use the proper steps, may make
your instance unreachable!

If your instance supports enhanced networking there may be naming inconsistencies when adding additional interfaces to a running instance. Please
refer to the interface naming section below and the AWS documentation.

® Charon-SSP specific: the NetworkManager is disabled on Charon-SSP AWS marketplace images that are based on Linux 7.x. Therefore, instances
based on such images require manually created ifcfg-files in /etc/sysconfig/network-scripts to define the IP configuration for additional interfaces

before the Charon Manager can be used to manage it.

Basic steps:
Step Details
Locate your  The right-click opens the context menu. B 3
network Select Attach. /| Mame v Hetwork interface ID 7
mterface in wep-tastiead . aml AEOAAEARARI T 536
:hi mtgrface Create network interface
ist an N .
right-click This will open the W|_ndow to_enter the Attach
on it necessary instance information.
. Detach
Delete
Manage P addresses
Assoclate address
Disassoclate address
Select your Select your instance from the drop-down list
instance and click on Attach.
and confirm Attach Network Interface X
entry. The state of your interface will change from
available to in-use.
Network Interface: em-Oddfiédccf38d3745
-0482cch3118f58dea - we-testl (running) v
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Verify that Select your instance in the instance list. The networking tab in instance details should now display two network interfaces:
your
instance instance (1/1] [ ]| actions » || e t
(1 \nfe etisni annes
has a ! - ! | 1
second aQ
interface. P 3
Mama: we-vp-test clear filters
] Haimse - Enstancs 1D Imstamce stake 7 Instance type ¥ Status chick Alam Status Awailability zone
= we-yp-best FOS0GATAEOT IS0 &) Running t2.medium © 212 checks Mo alarms = wt-gant-1¢

Network interfaces (2)

Q
interface I0 Descriptian Public IPva sddress Private Pyl address Private 14 DNS 1Py addresias
@ eni-0zabbabbdb., Primary network inte.., WA S O IT2.50.37.00 =17 2-31-5T-0b.ecd. . =

@ eni-oddfttdods., wee-let-nic = TTZ51.4563 17 2-51-a%-05.002.., =

You can also attach/detach existing interfaces from the instance overview screen. Select your instance and then Actions > Networking > Attach or
Detach network interface.

Assigning an Elastic IP Address to the Network Interface

Please note:

® The public IP address assigned to your instance by default when it starts, is not persistent. You will receive a new address when the instance is
stopped and started again. Also this address will be removed after adding a second interface to the instance and restarting the instance.

An Elastic IP address is a persistent, public IPv4 address to be used for one of your network interfaces or instances. You can associate an Elastic IP
address with any instance or network interface in your account.

The advantage of associating the Elastic IP address with the network interface instead of directly with the instance is that you can move the network
interface with its attributes easily from one instance to another.

The initial automatically assigned public IP address will be removed as soon as you restart the instance after adding a network interface with an
Elastic IP address to your instance. Do not restart your instance before you are sure you can reach it via the Elastic IP address. The automatically
assigned public IP address will also be disabled if you assign an Elastic IP address to the primary Ethernet interface of the instance.
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The table below describes the steps required to add an Elastic IP address to a network interface.

Step

Locate the
Elastic IPs
option on the
EC2
dashboard and
click on it.

Allocate a new
Elastic IP
address.
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This will list the already created Elastic IP addresses.

In the overview list, click on Allocate Elastic IP address if you need to allocate a new address. It is also possible to assign an

existing address to an interface. However, each address can only be used for one instance.

Elastic IP addresses |5) o Actlony ¥ ' Allgcate [lavtic I sddrass '

e ———
=1 1 @

This will open the address allocation window.

In the address allocation window, select the Amazon pool (or your own pool of public addresses), and click on Allocate.

EC2 Elastic IP addresses Allocate Elastic IP address

Allocate Elastic IP address

Allscate an Elastic IP address by selecting the public IPv4 address pool from which the public IP address 5 to be allocated.
Elastic IP addresses incur charges If they are not assoclated with a running instance or a network Interface that s attached to
a running Instance. Learn |1'IIZIFM

Elastic IP address settings

Public IPv4 address pool
Public [P
poal that

© amazon's pool of IPv4 addresses

Learn more[F

Learn more[F

The new address will be shown in the list.
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Associate the Select the address. Then select Actions > Associate Elastic IP address. A window to enter the required options opens.
address with
the network

interface. ECZ Elastic i sdadresses Asgociate Elastic iP sddress

Associate Elastic IP address

Choose the Instance or netwark Interface to asseclate to this Elastic IP address [3.66.128.60)
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Rt ouroe Pype
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Instanoe
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In the window,

select to associate the IP address with a network interface,

select your network interface from the drop-down menu,

connect the public address to the private address of the interface, and
click on Associate to complete the step.

Detaching a Network Interface from an Instance

You can detach a network interface from your instance in two ways:

1. Select your instance in the instance list and use the menu Actions > Networking > Detach Network Interface. Or,
2. Select your network interface in the network interface list and use the menu Actions > Detach.

Take care that this step will not make your instance unreachable.

Please note: the primary network interface cannot be detached.
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Interface Naming on Linux Hosts with Enhanced Networking

On instances without support for enhanced networking the Linux interface names are usually eth0, eth1, etc.

However, on instances with support for enhanced networking, there may be a naming inconsistency after adding a second interface to the instance:

® The first (primary) interface is called ensX (where X is an integer denoting the interface number; example: ens5).

® \When a second interface is added to a running instance, it may initially be called ethO.
However, the command et ht ool -i et hO shows that the enhanced network driver (ena) will be used for this interface. This interface will change its
name to ensY (where Y is X+1) after restarting the instance. This means that any configuration file created for this interface must use the final name
of the interface instead of eth0. Otherwise, the instance may become unreachable after a restart because there is no valid interface configuration (the
NetworkManager is not enabled on Charon-SSP AWS marketplace images based on Linux 7.x, so a configuration file must exist to configure the
interface properly).
Please note: this numbering sequence may change in the future. It is based on the PCI slot on which the Ethernet controller is presented and which is

incremented by one for each additional Ethernet interface added. On the Charon host system, the slot can be verified with the following command:
# |spci -vv | grep -A20 Ethernet

To avoid confusion before the instance can be restarted, the new interface can be renamed to its final name using the command
iplink set ethO nane ensY & ip link set ensY up
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Address Assignment Information

Each VPC is assigned a block of private IP addresses. This block can be split by the user to form several IP subnets. Routing between such subnets is
automatically enabled.

When an E2C instance is launched into the default VPC and a public subnet, the default behavior is as follows:

® |f the instance has only one network interface, it is automatically assigned a private IP address from the address range assigned to the public subnet
and a public IP address. This network interface is the primary network interface. It is called ethO on the AWS level (please refer to the interface
naming section to learn about the interface names presented to the operating system).

® |f the instance has more than one network interface, it is automatically assigned a private IP address for each of the network interfaces - but no public
IP address.

The default behavior can be modified, for example:

® Manually assigning a private IP address from the subnet range.
® Enabling or disabling the automatic assignment of a private IP address to deviate from the subnet setting.
® Manually assigning a public IP address from the AWS range or the customer range.

Please note: Public IP addresses are not directly visible to the instance. The instance operating system always works with the private address. For
external connections, the private address is mapped to the public IP address via NAT.

Reserved addresses (important, if manual address assignment is used):

The following address range is reserved to allow AWS to query meta-data about instance configuration: 169.254.0.0/16. This range is automatically
configured on every network interface.

The following addresses are reserved in each subnet and cannot be used for E2C instances (shown in the example below for network 10.1.1.0/24):

10.1.1.0: the network address

10.1.1.1: reserved by AWS for the VPC router

10.1.1.2: reserved by AWS in any subnet; the second host address in the base VPC network range is the DNS server for the VPC.
10.1.1.3: reserved by AWS for future use

10.1.1.255: network broadcast address; AWS networks do not use broadcasts.

Please note: An automatically assigned public IP address is released (and not re-assigned) by AWS for example if

® asecond interface is added to the instance and the instance is then stopped and restarted,
® an Elastic IP is associated with the instance,
® an Elastic IP address is associated with the primary interface of the instance.

See https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-instance-addressing.html for details.

Please note: An automatically assigned public IP address is not persistent. Every time an instance starts, it is assigned a new public IP address. If
persistent public addresses are needed, use Elastic IP addresses.
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H VPN - Connecting Charon Host and Guest to Customer Network
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Applicable Charon Products

The configuration shown in this chapter should work for any Charon product.
Prerequisites:
® Charon host system is a supported Linux system.

® The product must support TAP interfaces for the emulated system Ethernet interface.
® The remote endpoint is a Linux system.

Overview

If the connection between the Charon host system, including the configured legacy guest systems, and the rest of the customer’s network runs over a
public network as is the case for Charon in cloud environments it is necessary to secure the traffic against unauthorized access.

The example in this section describes how to configure a bridged SSH-based VPN tunnel between the Charon host and a remote Linux system across a
public network.

Please note:

® The customer is responsible for ensuring that any VPN solution meets the requirements of his or her company’s security guidelines. The example in
this chapter is only for illustrative purposes.

® The advantage of a bridged connection is that L2 protocols are also supported.

Once the sample configuration has been set up, it can be used for

® communication between host and guest system,
® communication between customer network and guest system.
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The following image shows an overview of the sample topology:
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Prerequisites

The example shows how to create a local virtual bridge connecting host and guest system on the host, and a set of commands on the remote Linux
System to create an SSH VPN tunnel.

For this configuration to work, the following prerequisites must be met:

The remote Linux system must have access to the public IP address and the SSH port of the Charon host.
The private key necessary to access the instance must be available on the remote Linux system and the public key must be installed on the Charon

host system for the user used to set up the tunnel.

autossh package must be installed on the remote Linux system.
If using the Charon-SSP Manager on a Linux 7.x system, the bridge-utils package is also required.
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Key-Pair Creation and Public Key Installation on Host System

The SSH tunnel requires a key-pair consisting of a private and a public key. The private key is used by the remote Linux system to identify itself with the
Charon host system, which must have the matching public key installed.

The creation of the key-pair and the installation of the public key require different steps depending on the Charon product used.

Conventional Linux Installation
Creating a Key-Pair

This step is performed on the remote Linux system that will be used as the tunnel end-point.

Please note: If the key-pair is not created automatically during the launch of the instance, you can create it using a command similar to the following:
Sample 1: # ssh-keygen -t rsa -b 4096 -f ~/.ssh/<keynane> -q
Sample 2: # ssh-keygen -t ecdsa -f ~/.ssh/<keynane> -q

By default, the key files are stored in the .ssh directory of the current user. The resulting key-pair can then be associated with instance during instance
creation or later by adding it to the authorized_keys file of the correct user on the target system. This will allow the key to be used to create an encrypted
SSH connection.

Please note: if your management system supports it, for RHEL 9.x, Rocky Linux 9.x, and Oracle Linux 9.x use SSH key types ECDSA or ED25519. This
will allow connecting to these Linux systems using an SSH tunnel without the default crypto-policy settings on the Charon host having to be changed for
less secure settings. See also: https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/security hardening/using-the-system-
wide-cryptographic-policies_security-hardening.

Installing the Public Key on the Charon Host

Connect to the Charon host (as user root) via SFTP or SCP and copy the public key file to the system. The following example shows the steps for SFTP:
$ sftp root@<charon-ssp-host-ip>
sftp> put <path-to-public-key> <keyname>.pub
sftp> bye

Log in to the Charon host system and add the content of <keyname>.pub to /root/.ssh/authorized_keys (using a text editor). Make sure, the file
permissions of the authorized_keys file are set such that the owner has read/write access to the file and others have no access. If required, also add
restrictions regarding the allowable commands to the file using the ‘command="filename’ command at the beginning of the line containing the SSH key.

Charon Cloud-Specific Marketplace Images

The key-pair is (optionally) created and then assigned to the Charon cloud instance at first launch. If a new key-pair is created, the private key can be
downloaded during creation.

Make sure to store the private key in a safe place. If it is lost, access to the instance may be permanently lost.
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Adapting the SSH Daemon Configuration of the Charon Host System

The default configuration of the SSH daemon must be adapted to allow tunnel setup and root login by SSH key only. To do this, perform the following
steps:

1. Login as the root user.
2. Open the file /etc/sshisshd_config with a text editor.

3. Set the following parameters:
Per mi t Root Logi n wi t hout - passwor d
Perm t Tunnel yes

4. Restart the SSH service:
# systenttl restart sshd

Setting up the VPN Tunnel

The image below shows a more detailed picture of the connection between the remote Linux system and the Charon host. This section describes how to
configure this sample setup.

Charon Host

In Charon Manager

+ Use Network Settings to create VPN
bridge with private IP
(e.0., 192.168.0.10/24)

+ Assign VPM tap to guest system.

Guest system
Assign private VPN address to Ethernet
- interface (e.g., 192.168.0.33/24).
Remote Linux Host Set default route to remote endpoint (in
example: 192.168.0.1)
host interface = S
host interface guest interface |
192.168.0.1/24 192 168.0.10/24
tunnel interface | i
ey Encrypted SSH tunnel |l e
i Private brid
Private bridge | Ul
Physical MIC - e T T | Physical NIC |
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Steps on the Charon Host System

Creating a VPN Bridge Manually

To create a bridge for the VPN tunnel manually, use commands similar to the following:

ip tuntap add dev tapO_vpnO nod tap
ip link set tapO_vpnO up

ip tuntap add dev tapO nod tap
iplink set tap0 up

ip link add nanme br_vpnO type bridge
ip link set br_vpnO up

ip addr add 192.168.0.10/24 dev br_vpnO
ip link set tap0_vpnO master br_vpn0O
ip link set tap0 master br_vpnO

The above commands are not persistent across reboots.

To make the configuration permanent, you can use ifcfg-files, nmcli commands, or a custom startup script - depending on your requirements and

your host operating system version.

Linux version network-scripts method (ifcfg-files)
7.x Installed by default.
NM_CONTROLLED=no forces ifcfg-file use

8.x Deprecated but available;
needed if TAP interfaces are to be configured in ifcfg-files.

9.x No longer available.
For interface types supported by the ifcfg-rh plugin, ifcfg-files can be
used.

Sample ifcfg-files for CentOS/RHEL 7:

# cat /etc/sysconfig/network-scripts/ifcfg-br_vpn0
DEVI CE=br _vpn0
NAME=br _vpn0

TYPE=Bri dge
ONBOOT=yes
DEFROUTE=yes

STP=no

BOOTPROTG=none

| PADDR=192. 168. 0. 10
NETMASK=255. 255. 255. 0
NM_CONTROLLED=no

# cat /etc/sysconfig/network-scripts/ifcfg-tap0
DEVI CE=t ap0

NANME=t ap0

BRI DGE=br _vpn0

TYPE=Tap

ONBOOT=yes

NM_CONTROLLED=no

# cat /etc/sysconfig/network-scripts/ifcfg-tap0_vpn0O
DEVI CE=t ap0_vpn0

NAMVE=t ap0_vpn0

BRI DGE=br _vpn0

TYPE=Tap

ONBOOT=yes

NM_CONTROLLED=no

NetworkManager (nmcli)

Installed by default.

Preferred configuration method.
Used by the Charon-SSP Manager starting with Linux 8

Only method with full functionality.
Must be used for TAP interfaces.

Note that on CentOS/RHEL 8 the interfaces must be under NetworkManager control (that is, the NM_CONTROLLED command must be removed or

set to yes) if the interfaces are later to be managed by the Charon-SSP Manager.
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Please note that the network-scripts package is no longer available in RHEL 9 and derivatives. While the ifcfg-rh plugin can handle many of the
legacy ifcfg file configurations, it cannot handle TAP interfaces. Therefore nmcli should be used to make the bridge configuration permanent (as shown
in the sample below).

nncli conn add type bridge con-nanme br_vpnO ifnanme br_vpnO ipv4. nethod nanual ipv4. addresses 192.168. 0. 10/ 24 \
i pv6. met hod di sabl ed
nncli conn add type tun node tap autoconnect yes con-nane tapO_vpnO ifnane tapO_vpnO naster br_vpnO

Creating a VPN Bridge using the Charon-SSP Manager

To configure the SSH VPN connection, you must setup a private VPN bridge (called a virtual network in the Charon context) using the Charon Manager.
Use the following steps to perform this task:

1. Open the Charon-SSP Manager and log in to the Charon-SSP host.
2. In the Charon Manager, open the Network Settings window by clicking on Tools > Network Settings. This will open the Network Settings window.

3. Click on Add and then on Virtual Network to open the virtual network configuration window. This will open the Add Virtual Network configuration
window as shown below.

4. Enter the required information as shown below:

Perform the following steps to configure a VPN bridge:

Add Virtual Network
Set Create for SSH VPN to ON,

Enter the Number of virtual adapters (TAP interfaces)
required. These interfaces will be assigned to the Create for SSHVPN: | ON -
emulated SPARC systems as Ethernet interfaces.

Configure the IP address for the bridge interface.

Set the Netmask. Binding interface:  OFF v
Please note: this interface and the interface on the remote ) -

Linux system must be in the same IP subnet. STP for brlcige: OFF -

Click on OK to save your configuration.

Virtual bridge interface: -

Virtual bridge name: | vpn §

Number of virtual adapters: | 1 3

IP settings: | Manual v

IP address: | 192.168.0.10

Netrask: | 255.255.255.0)

Gateway: 5
DNS server 1: 5
DNS server 2: S

OK Cancel

© Stromasys 1999-2024 80/93



Charon in the AWS Cloud | Getting Started Guide Version 6 | 12 January 2024

Assigning the Guest Ethernet Interface

All Charon Emulator products

Adapt the configuration file to use the tap0_vpn0 interface in the above example for the emulated Ethernet interface.

Charon-SSP Manager

One of the TAP interfaces created in the step above, must be assigned to the Solaris guest system to add it to the LAN that will be tunneled across SSH
to the remote Linux system.

Perform the following steps:
1. Open the Charon-SSP Manager and log in to the Charon-SSP host.

2. In the Charon Manager, select the guest system and then the Ethernet configuration category on the left. Assign one of the created TAP interfaces to
the guest (see example below).

Virtual Machine Settings
| Device  Summary Ethernet
Modal  SUN-4U Add-on adapter model: | HME ~
CPU 1
DIT Client JIT Interface  Model MAC Address
Memory 1GB tapO_vpn0 | HME |

Graphics Disabled

SCsl SCSI0,5C5IX6
TTYA 9000

TTYB Disabled

Audio Disabled

Ethernet tapO_vpnO

Click on OK to save the configuration change.

If the emulated instance is currently running, the guest must be shut down and the emulated instance must be restarted for the change to become active.
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Steps on the Remote Linux System

Please note: the steps on the Charon host must be performed first.

As the user root on the remote Linux system, perform the following steps to set up the VPN tunnel according to the overview image above:

Action

Create TAP interface
Enable TAP interface
Create bridge

Enable bridge interface
Define IP address for bridge
Add TAP interface to bridge
Start the SSH tunnel
autossh is a program to start a
copy of ssh and monitor it,
restarting it

as necessary should it die or

stop passing traffic.

Once started, you can move the
program to the background.
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Command

# ip tuntap add dev tapO nod tap

# ip link set tap0 up

# ip link add nanme br_vpnO type bridge
# ip link set br_vpnO up

# ip addr add 192.168.0.1/24 dev br_vpn0

# ip link set tapO master br_vpnO

# autossh -M 9876 -0 ServerAlivelnterval =60 -o Tunnel =et her net \
-w 0:0 -t -i <path-to-private-key> -NCT <usernanme>@publ i c- AW5-i nst ance- | P>

The value for username depends on the Charon product:

All products: root (or another configured user with the correct privileges and authorized_keys file).
Charon-SSP Baremetal and Charon marketplace images: sshuser

-M defines the monitoring port autossh uses to monitor the connection

-0 sets SSH options (bridged tunnel and keepalive)

-i denotes the path to the private key matching the public key copied to the host system.

-w denotes the number of the local and remote tunnel interfaces for tunnel device forwarding
(e.g., the 0 in interface tap0).

-N denotes that no remote command should be executed

-T disables pseudo-terminal allocation

-C requests data compression
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Steps on the Guest System

Set the IP address on the Ethernet interface to an address within the VPN subnet. To follow the example above, you would set the address to
192.168.0.33/24.

Making the configuration permanent on a Solaris system (as an example):

® Change the address in /etc/hosts for the hostname specified in letc/<interfacename>.hostname.
® On Solaris 11, use the commands i padm create-i p net X andi padm create-addr -T static -a <i p-address>/ <net mask> net X/ v4.

Functionality after Creating the Tunnel

After the tunnel has been created, the guest system can communicate with

® the Charon host system, and
® the remote Linux system.

Routing between the Guest System and the Customer Network

After following the description above, the guest system can be reached from the systems that are also connected to the virtual bridge (in the example:
remote Linux system and host system). To enable the guest system to communicate with other systems in the customer network (or the Internet) over
the VPN connection, perform the following steps:

Steps on the Guest System

Add the VPN address of the remote Linux system as the default gateway for the guest system. To follow the example above, use the command

# route add default 192.168.0.1

Steps on the Remote Linux System

To turn the remote Linux system into a router for other systems in the customer network, perform the following steps:

1. Enable IP Forwarding using the command:
# sysctl -w net.ipv4.ip_forward=1
To make permanent, add net . i pv4. i p_f or war d=1 to the file /etc/sysctl.conf.

2. If the Linux firewall is enabled (firewalld assumed), allow the forwarding of packets through the firewall:
# firewall-cnd --permanent --direct --add-rule ipvd filter FORWARD O -i <tunnel-bridge-interface> -0 <N C
to-LAN> -j ACCEPT
# firewall-cnd --permanent --direct --add-rule ipvd filter FORWARD O -0 <NI C-to-LAN> -i <tunnel -bridge-
interface> -j ACCEPT

Steps on Other Systems in the Customer Network

To enable communication between other systems in the customer network, configure a static route to the SSH tunnel LAN subnet via the Linux router.

Functionality after Setting up the Sample configuration
After the sample configuration has been created, the Solaris guest can communicate with

® the Charon host system,
® the remote Linux, and
® other systems on the customer LAN that have been configured with the correct route via the Linux router.

Sample output from a system inside the customer LAN:

® |P address in different IP subnet
® Routing entry via the Linux router
® Ping to guest system
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5 ifconfig enpbs25

enp@s25: flags=4163<UP,BROADCAST ,RUNNING,MULTICAST> mtu 1500
inet 192.168.2.118 netmask 255.255.255.0 broadcast 192.168.2.255
ineté 2003:ee:f03:5e56:2d06:a50d:7762:7dc4 prefixlen 64 scopeid @x@<gl

ineté Te80::7Tb0c:403e:8cec:7103 prefixlen 64 scopeid 0x20<link>
ether fO:de:T1:87:7c:b9 txqueuelen 1068 (Ethernet)

R¥ packets 600969 bytes 881599304 (840.7 MiB)

RX errors & dropped @ overruns @ frame 0

TX packets 294711 bytes 26134015 (24.9 MiB)

TX errors @ dropped @ overruns @ carrier @ collisions @

device interrupt 28 memory GOxf2600000-f2620000

$ ip route get 192.168.0.33

192.168.0.33 via 192.168.2.80 dev enp@s25 src 192.168.2.118 uid 1086
cache

S

$ ping 192.168.0.33

PING 192.168.0.33 (192.168.0.33) 56(84) bytes of data.

64 bytes from 192.168.8.33: icmp_seq=1 tt1l=254 time=1.97 ms

64 bytes from 192.168.0.33: icmp_seq=2 ttl=254 time=2.90 ms

64 bytes from 192.168.0.33: icmp_seqg=3 ttl=254 time=1.12 ms

Sample login to the guest system from host inside customer LAN:

%

& telnet 192.168.0.33
Trying 192.168.0.33...
Connected to 192.168.0.33.
Escape character is '~]°'.

s5un0s 5.6

login: root
Password:

Last login: Wed Aug 14 20:22:05 from 192.168.2.118
sun Microsystems Inc. Sun0S 5.6 Generic August 1997

'
=

# Uuname =3

sun0s ent450-1 5.6 Generic_l1l05181-03 sund4u sparc SUNW,Ultra-4

# ifconfig -a

lo@: flags=849<UP,LOOPBACK,RUNNING,MULTICAST> mtu 8232
inet 127.0.8.1 netmask o000

hmed®: flags=863<UP,BROADCAST,NOTRAILERS,RUNNING,MULTICAST> mtu 1508
inet 192.168.0.33 netmask ffffffo0 broadcast 192.168.08.255
ether c8:8c:69:33:d1:2
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Dedicated NIC for Guest System

Contents

® Basic Concept
® Configuration Examples

® Step 1: Prepare Second NIC on Host for Use by the Guest System

® File-based Configuration Examples
® NetworkManager-based Configuration Examples

® Using nmcli Commands
® Using the Charon Manager
® Step 2: Add the Dedicated NIC to the Emulator Configuration
® Step 3: Configure the Guest system to Use the Private Cloud IP Address

® Solaris Example

Providing a dedicated NIC for guest operating systems is the standard method in non-cloud environments. However, this configuration poses some
challenges in cloud environments where MAC address / IP address combinations are fixed parameters set by the cloud provider.

This section will provide some information about how to configure such a setup in a cloud environment. It is not specific to one cloud provider. Hence,
the descriptions may refer to different cloud providers if appropriate.

Basic Concept

The following images illustrates the basic concept when working with a dedicated network interface for the guest operating system. There are, of course,
many variations depending on the specific environment.

Scenario: host and guest system have a dedicated NIC. The NIC used by the Charon host has a private and a public IP address, the NIC used by the
guest system a private IP address and optionally a public IP address. The Internet and VPN gateways are only used for illustration and are not part of this
example.

Charon host instance with two NICs

Guest OS5

Host networking Lg::a;:gr:;g :ndt;'i
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private IP in cloud subnet;—
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Please note: If the NIC dedicated to the guest OS does not have a public IP address, the guest system may still be able to access the Internet via the
customer network reachable across a VPN gateway. This will depend on the customer specific network configuration. This type of connection is the
recommended way to provided external network access to the guest system as the VPN ensures that traffic across a public network is encrypted.

The basic steps to implement the above configuration are as follows:

Create a cloud instance in which the Charon host system runs.
Add two NICs to the Charon host system. One for the Charon host and one for the guest system.
Configure the appropriate access rules for instance and NICs.

One NIC is dedicated to the Charon host, one to the guest system. Configure a private and public IP address for the NIC used by the Charon host.
Configure a private IP address for the NIC used by the guest system (and optionally a public IP address - not recommended).

On the Charon host (Linux level), remove the private IP address from the NIC dedicated to the guest system if it was automatically configured and
ensure that the interface will be enabled when the system starts.

Assign the appropriate NIC to the guest system.

Configure the guest system MAC address to be the same as the one of the NIC selected for the guest (if this is not done automatically by your
emulator product).

After booting the guest system, configure the private IP originally assigned by the cloud provider to the NIC dedicated to the guest as the IP address
of the guest Ethernet interface.

Set the default route of the guest system to the default gateway or VPN gateway of the LAN.

Depending on firewall rules and cloud-specific security settings, the guest system should then be able to communicate with the following systems:

The host system.

The other systems in cloud-internal network (e.g. other guest and host systems).

The customer internal network via a previously configured VPN gateway.

Directly with the Internet if a public IP address was configured for the interface (not recommended).

The additional sections in this chapter show the basic configuration steps for the above example.

Please note:

In this scenario any direct traffic between host and guest system (if configured with a public IP address) and external systems reachable via the
Internet gateway is not encrypted by default. If this traffic runs across a public network, it is exposed to being monitored and even modified by third
parties. The user is responsible for ensuring data protection conforming to the user's company security rules. It is strongly recommended to use
encrypted VPN connections for any sensitive traffic.

Guest operating systems are often old and no longer maintained by the original vendor. This means they are more easily compromised by attacks
from the Internet. Therefore, direct Internet access for the guest system is not recommended.

The actual configuration steps vary depending on the cloud environment used. The sample configuration below will have to be adapted to the specific
environment.

If you are using the Charon-PAR emulator, it is recommended not to assign the dedicated NIC directly to the emulator, but use a MACVTAP

interface connected to the dedicated NIC instead. Please refer to the Ethernet configuration section of the Charon-PAR user's guide for detailed
information. The preparation of the dedicated NIC for use with a MACVTAP interface is the same as described below.

Configuration Examples

Important information:

The example assumes that the host operating system is a RHEL version 7 or 8 compatible Linux system. If you use a different host operating system
version, you must adapt the example accordingly.

For AWS, remember that any automatically assigned public IP addresses will be removed by the cloud provider once the instance is restarted with a
second NIC. Hence, AWS Elastic IP addresses must be used as public IP addresses.

For Google cloud, note the following:

® The default is that all interfaces are configured with IP addresses automatically by GCP services on the Linux host. Please refer to the Network
Management section for information on how to disable this automatic configuration.

® Some base images used to create a Charon host instance may be configured to use /32 netmasks for additional interfaces, and only ARP requests
for the default gateway are answered by Google. This can cause communication problems between the legacy guest system (e.g., Solaris) and
other instances on the same subnet (ARP requests are not answered). The workaround is to use static ARP entries on the legacy guest system.
Please refer to the Getting Started guide for more information. Current images provided by Stromasys use /24 netmasks, so this point does not
apply to them.

The interface names used in this example (ethO and eth1) may be different on your system. Please verify the names on your system and refer your
cloud provider's documentation for more detail. Make sure you use the correct names!

The example uses only a private address for the dedicated interface. If a public address is required, the basic steps for making the interface available
to the guest system are the same.
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Step 1: Prepare Second NIC on Host for Use by the Guest System

The host system interface configuration must ensure that the private IP address allocated to the new interface by the cloud provider is not configured on
the Linux Ethernet interface. This address will be used by the guest system.

The configuration depends on whether the network configuration on the Linux host is file-based (typically Linux 7.x) or NetworkManager-
based (typically Linux 8.x and above). Examples for both are shown below. Typically, the NetworkManager is disabled on Charon-SSP marketplace
images based on Linux 7.x, and enabled on Charon-SSP marketplace images based on Linux 8.x.

Expected result of the examples in this section:
1. The system should still be reachable via eth0.
2. Interface eth1 should be up without having an IP address configured.

Please note: if you are using the Charon-PAR emulator, it is recommended not to assign the dedicated NIC directly to the emulator, but use a
MACVTAP interface connected to the dedicated NIC instead. Please refer to the Ethernet configuration section of the Charon-PAR user's guide for
detailed information. The preparation of the second NIC for use by the guest system should be performed as described here.

File-based Configuration Examples

This configuration applies to systems with a file-based network configuration where the NetworkManager is either not active, or where network interfaces
should be excluded from NetworkManager control (e.g., to be managed by the Charon Manager). The NetworkManager is disabled by default in older
Charon-SSP marketplace images that are based on Centos 7.

Please note:

The sample configuration assumes a CentOS 7 system and that the interface is configured outside the control of the NetworkManager.

Should the NetworkManager be active, the plugin ifcfg-rh must be enabled in section main of the NetworkManager configuration file /etc
/NetworkManager/NetworkManager.conf. It enables the NetworkManager to read and write ifcfg-files.

After the initial creation of the ifcfg-file, the interface can be managed by the Charon-SSP Manager.
For the full feature-set of the file-based network configuration, the network-scripts package is required.

To make the second interface usable for the Charon guest system, perform the following steps:

1. Add a second interface to your instance as described in the cloud-specific Getting Started guide and your cloud provider's documentation.
2. Log into the instance and become the root user (use: sudo -i)

3. Ildentify the names of the two Ethernet interfaces:
# ip link show

4. Create an interface configuration file for the second interface.

a. Afile for the first interface may exist depending on the default of the cloud environment. In this case, you can copy Example (use correct
interface name for your configuration):
# cp /etc/sysconfig/ network-scripts/ifcfg-ethO /etc/sysconfig/ network-scripts/ifcfg-ethl

b. If there is no file that can be copied, you must create the ifcfg-file for the new interface manually.

5. Edit this file to match the characteristics of eth1 (use correct interface name for your configuration). The private IP address used for this interface
will be assigned to the guest system. Therefore, configure the Linux Interface without IP address, similar to the example below.

BOOTPROTO=none
DEVI CE=et h1
NAME=et h1
ONBOOT=yes
TYPE=Et her net
USERCTL=no
NM_CONTROLLED=no

Please note:

On some cloud platforms, the automatic cloud-specific configuration prevents the entries in the ifcfg-file to take effect (for example on GCP).
Please refer to your cloud-provider's documentation and the Network Management section in the Getting Started Guide of your version for
additional information.

6. Restart the network:
# systenttl restart network
Please note: Should there be an error when executing this command, kill the DHCP client process and retry the command.
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NetworkManager-based Configuration Examples

The following sections show two examples:

® Configuration using nmcli commands
® Configuration using the Charon-SSP Manager

Using nmcli Commands

To configure the interface dedicated to the emulator such that it receives no IP address but is activated at start, you could use command similar to the
following:

1. Identify the NetworkManager connection to configure. The interface may have been automatically activated by the NetworkManager. In the
example, it is "Wired connection 1" on device eth1.

# nncli conn show

NAVE uul D TYPE DEVI CE
System et hO 5f b06bd0- ObbO- 7f f b- 45f 1- d6edd65f 3e03 et hernet ethO
Wred connection 1 027alc2b-3397-37fb-a6e2-f2e02eb59992 ethernet ethl

If there is no connection for the interface yet, check if the device is visible using the command nntli dev statusorip |ink show.

2. For an existing connection:

a) Configure an appropriate name for the connection if required:

# nntli conn nod "Wred connection 1" con-nane ethl

b) Set the IP configuration such that no IP address is assigned:

# nncli conn nod ethl ipv4. method "di sabl ed" ipv6. nethod "di sabl ed”

c) Configure automatic interface activation at boot:

# nntli conn nod ethl connection. autoconnect yes

3. If no connection for the second interface exists:

Add a new connection (with automatic interface activation, without IP address):

# nntli conn add con-nane ethl type ethernet ifname ethl autoconnect yes ipv4.nmethod "disabl ed" ipv6.nethod "disabl ed"

4. (Re-)Activate the connection (this command may time out if IP connection check is enabled):

# nnmcli con up ethl

Using the Charon Manager

The Charon-SSP Manager provides basic network configuration options.

® To access them, start the Charon Manager and open the menu option:
Tools > Network Settings

® To configure a host system for use by the emulator perform the following steps:

® Select the correct interface.
® In the IP setting field select None.
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® Click on Apply.

Please note:

® For RHEL 7 and derivatives, the interfaces to be managed by the Charon Manager must be removed from NetworkManager control and an ifcfg-file
must exist.

® For RHEL 8 and later (and derivatives), the interfaces to be managed by the Charon Manager must be under NetworkManager control.

Step 2: Add the Dedicated NIC to the Emulator Configuration

Please refer to the documentation of your Charon emulator product for information on how to adapt the emulator configuration. The basic steps to be
performed are the following:

For Charon-SSP: start the Charon Manager and open the configuration window for the emulated system.
For other emulator products: open the configuration file with a text editor.
Configure the emulated system with the dedicated Ethernet interface as its interface.

If your emulator product does not do so automatically, set the MAC address to the same value as used by the host interface (the value assigned by
your cloud provider).
Save your configuration.

Step 3: Configure the Guest system to Use the Private Cloud IP Address

Please refer to the documentation of your guest operating system for detailed information on how to configure networking on your guest system. Below is
a basic example for Solaris.

Solaris Example

Using the steps below, the Solaris guest system is configured to use the second NIC configured on the host system (please refer to your Solaris
documentation for configuration details).

1. Boot Solaris and configure the IP address assigned to the dedicated guest NIC for the Solaris Ethernet interface as shown in the examples below:
# ifconfig <interface-name> <private-guest-nic-ip>/<netnmask up (Solaris 10 example)
or
# ifconfig <interface-nanme> <private-guest-nic-ip> net nmask<mask> up (Solaris 2.6 example)
or
# ipadm create-ip netX and ipadm create-addr -T static -a <private-guest-nic-ip>/<netmask> netX/v4 (Solaris 11 example)
For Solaris versions before version 11, make permanent by editing /etc/hosts and set the new address for the systems hostname. Then edit /etc
Inetmask and add the netmask for the subnet-network.

2. Add default route on Solaris:

# route add default <default-gateway-of-cloud-lan> <metric>

Make permanent by editing /etc/defaultrouter and add the address of the gateway (use route -p for newer Solaris versions).
3. Add DNS server to Solaris (if needed)

a. Edit /etc/resolv.conf and add a nameserver line for the DNS server.

b. Make sure, DNS is used for hostname translation: ensure that /etc/nsswitch.conf is configured to allow dns (in addition to files) for the
hostname resolution.

For Solaris 11, please refer to the Oracle Solaris documentation.
Expected result (depending on security rules and firewalls):
1. The guest system should be able to communicate with the host system across the cloud LAN using the private IP addresses.
2. The guest system should be able to communicate directly with the Internet if the dedicated NIC has a public IP address (not recommended).

Please note: Do not forget that traffic transmitted across the Internet by the guest system is not encrypted by default. Take appropriate measures to
protect your data. It is strongly recommended to protect the Solaris guest system by an appropriate firewall and security group configuration. If possible,
any communication across the Internet should be encrypted (e.g., by using a VPN).
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Interface MTU Considerations

Contents
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Interface MTU Introduction

The MTU (Maximum Transfer Unit) is the maximum packet size that can be transmitted across an interface. The MTU of an interface depends on the type
of interface. This section only applies to Ethernet interfaces. The MTU value includes the IP and additional (e.g., TCP) protocol headers.

TCPI/IP example for an Ethernet interface for which the default MTU is 1500:

1460 byte TCP application payl oad (Transport
| ayer)

+ 20 byte TCP header (Transport |ayer)

+

20 byte | Pv4 header (Routing |ayer)
= 1500 byte MIU (Et hernet payl oad)
+ 14 byte Ethernet frame header (datalink |ayer)

+ 4 byte Frame Check Sequence (FCS)

1518 byte Ethernet frame

The maximum size of the payload data varies depending on the transport layer protocol used. It can also be smaller as in the example above, for
example, if a VPN is used which requires its own protocol informatin within the packet. In case of TCP/IP, the actual maximum payload size is also called
MSS (Maximum Segment Size).

Fragmentation

The IP protocol includes the option to split up data packets into smaller packets (fragments) that are too big for the MTU of an interface. The recipient of
the packet is responsible for reassembling the packets.

Possible Problems with IPv4 Fragmentation

The need to fragment IP packets can cause several problems. Some common problems are described below.

Performance Problems

Excessive fragmentation and reassembly causes additional network load due to more packets being transmitted. It also causes additional CPU load on
systems that are required to fragment and reassemble packets. In addition, the loss of one fragment causes the retransmission of the whole packet. So in
case of network instability, additional load is added to an already unstable network connection.
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Connectivity Problems

If there are intermediate systems between two communication partners that have smaller MTUs than the two communication partners, data transmission
may fail, for example in the following cases:

® |f the intermediate systems do not allow fragmentation or block packet fragments.
® |f the intermediate systems block the ICMP messages necessary for Path MTU Discovery.

For a TCP connections, the two communication partners come to an agreement regarding the MSS to be used based on their own interface MTU. If any
intermediate systems have a smaller MTU but either the two communication partners don't know this (failed Path MTU Discovery) and the intermediate
systems cannot fragment the data packets, any packet that is too large will be dropped.

For protocols without the ability to negotiate the payload size or cannot handle fragmented traffic, data will be lost as soon as a packet is larger than the
smallest MTU on the path.

Example with two ICMP data sizes across a DSL connection that is limited to a MTU of 1492. The IP + ICMP headers are 28 bytes in total. In the
example, fragmentation is disabled (- M do). The source system has an MTU of 1500 bytes.

$ ping -c 1 -s $((1493-28)) -M do ww. stronasys. com
PI NG stromasys. com (192. 124. 249. 190) 1465(1493) bytes of data.

--- stromasys.comping statistics ---
1 packets transnmitted, O received, 100% packet |oss, time Oms

$ ping -c 1 -s $((1492-28)) -M do ww. stronasys. com
PI NG stronmasys. com (192. 124. 249. 190) 1464(1492) bytes of data.
1472 bytes from cl oudproxy10190. sucuri.net (192.124.249.190): icnp_seq=1 ttl=58 tinme=21.6 ns

The first attempt with an attempted size of 1493 bytes fails, the second with a packet size of 1492 succeeds.

Implications for Charon Emulators and the Legacy Guest Systems

When dedicating a Charon host NIC to the emulator for use by the legacy guest system, ensure that the MTU of the dedicated NIC is not smaller than
the MTU interface visible in the guest system.

Typically, legacy guest systems, such as Solaris, HP-UX, Tru64, and OpenVMS have a default MTU of 1500 bytes.
Physical Charon hosts usually also have a default MTU of 1500 bytes.

However, in cloud environments, the default MTU of Ethernet interfaces configured for a Charon host can vary. The following table provides an overview:

Platform Default MTU size Comment
Legacy OS 1500
AWS 9001 Jumbo frames are not supported by Charon emulators (Charon-SSP has implemented a workaround).

Therefore, all end-systems involved in the communication with the legacy guest system should use an
MTU no larger than 1500.

Azure 1500

GCP 1460 A different MTU size can be defined when creating the VPC to be used for the instance.

OcCl 9000 Jumbo frames are not supported by Charon emulators (Charon-SSP has implemented a workaround).
Therefore, all end-systems involved in the communication with the legacy guest system should use an
MTU no larger than 1500.

IBM 1500

Caveat: ensuring that the Charon host MTU is not smaller than the guest system MTU prevents problems arising at the emulator host. However, it cannot
prevent problems arising from smaller MTU sizes along the complete communication path if fragmentation does not work properly. Therefore, it is
recommended to identify the actual MTU, for example, of the path across a VPN between cloud and on-premises networks and to either ensure that
fragmentation and path discovery work correctly, or adapt the MTU of the legacy guest system accordingly.

© Stromasys 1999-2024 91/93



Charon in the AWS Cloud | Getting Started Guide Version 6 | 12 January 2024

The backup and recovery strategy for any Charon implementation must be designed to fit the individual customer requirements.

Virtual tape drives:

Often, backup and recovery strategies on the original legacy systems make use of tape drives. Charon emulator products offer virtual tape drives that can
be used to implement the same or similar strategies in many cases. The Charon emulator User's Guides describe the configuration and use of virtual
tape drives (see the Stromasys documentation site for the guide matching your product).

Supplemental documents:

The following document offers some considerations on Failover/HA configurations for applications running on a Solaris guest system in a Stromasys
emulator on AWS EC2: AWS Stromasys AutoRecovery Design Document v01.1.
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Once you have set up your Charon instance in the cloud, please proceed to the general Charon emulator product User's Guide for your Charon product

(see Stromasys documentation site) and the VE License Server User's Guide for more information about configuring and managing your Charon emulator
product.
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