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Intended Audience

This Getting Started guide is intended for anyone who needs to install, configure, or manage the Stromasys Charon-SSP processor/platform virtualization
software in the AWS cloud. Its main focus is on installations that use the prepackaged Charon-SSP images available on the AWS Cloud marketplace.
However, it may also be helpful when creating a Linux server in the cloud for a conventional RPM installation of Charon-SSP products. A general working
knowledge of PC operating systems and their conventions is expected.

This guide describes the cloud-specific aspects of Charon-SSP for AWS cloud. it is supplemented by the general Charon-SSP User's Guide and the VE
License Server User's Guide.

For additional information about this product, please contact Stromasys at the regional offices listed below in Obtaining Technical Assistance or General
Product Information, send an email to Team.Support. AWS@Stromasys.com, or contact your Stromasys VAR.

Product Overview

Stromasys provides Charon-SSP for on-premises installations and cloud environments. For both environments, there are several different options.
Depending on the cloud environment, the availability of cloud-specific options may differ. The typical cloud-specific options are:

1. Prepackaged images provided on the cloud-specific marketplace:

a. Cloud-specific Charon-SSP AL (Automatic Licensing) image using a public, Stromasys-operated, cloud-specific license server (license
created automatically at first instance launch).

b. Cloud-specific Charon-SSP VE (Virtual Environment) image using a customer-operated, private VE license server in the cloud (license
must be obtained from Stromasys).

2. Installation of Charon-SSP for Virtual Environments (VE) on a Linux server in the cloud using RPM packages provided by Stromasys, and
utilizing a customer-operated, private VE license server in the cloud (license must be obtained from Stromasys).

Overview of the relevant documentation for Charon-SSP for cloud environments:

® This Getting Started Guide covers basic cloud-specific aspects when installing a Charon-SSP product in the cloud. The main focus is on the
prepackaged images provided on the cloud-specific marketplaces. However, it can also serve as an introduction to general cloud-specific
aspects when installing the individual Charon-SSP RPM packages on a server in the cloud.

® The general Charon-SSP User's Guide covers features, configuration, and management of the Charon-SSP products.

The VE License Server User's Guide covers features, installation, and management of the VE (Virtual Environment) license server and the VE
licenses.

® The Release Notes of your product provide important information regarding known problems and possible workarounds.

Charon-SSP overall product overview:
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The following image provides an overview of Charon-SSP packaging in cloud and non-cloud environments, the associated licensing, and the
applicable product documentation:

| Packaging | | Licensing | | Documentation
‘.: = i Sentinel HASP i i General Charon-
b~ p k Ll enting KEensing
Y SSP User's Guide
® g | |Baremetal ISO
]
290
I':' [Z]
Cloud-specific Automatic licensing (AL) Clouwd-specific General
Automatic Stromasys-operated Getting Started Charon-SSP
- ugensing jmmg license server Guide User's Guide
g =4
3s
Y ® | | Cloud-specific
g I Virtual Environment
= | [images Customer-operated Cloud-specific VE License General
ﬂ'_E Virtual Environment (VE) Getting Started Server Guide Charon-5SP
IZ‘ VE-enabled RPM License Senver Guide User's Guide
packages *

| Product kits download provided by Stromasys * Conventional RPM packages can also be installed on a
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setting (require a VE license server in a supponed clowd).

Such installations do not represent typical installation seftings,

[_| Installation via cloud-specific markeiplaces
| Applicable licensing method
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Availability of cloud-specific Charon-SSP options in the AWS cloud environment (as planned at the time of writing):

® On the AWS marketplace:
® Cloud-specific Charon-SSP AL image utilizing a public, Stromasys-operated cloud-specific license server
® Cloud-specific Charon-SSP VE (Virtual Environment) image utilizing a customer-operated, private VE license server.
® |nstallation of Charon-SSP for Virtual Environments (VE) on a Linux server in the cloud using RPM packages provided by Stromasys.

Document Structure

The document contains the following main sections:

Introduction to Charon-SSP: overview of emulator concepts.

Virtual Hardware and Guest OS Supported by Charon-SSP for Cloud: list of supported virtual hardware and supported guest operating systems.
Setting up an AWS Cloud Instance Charon-SSP: basic steps to create and launch a cloud instance to be used as a Charon-SSP host system.
Installing the Charon-SSP Manager: steps to install the main management tool for the cloud-based Charon-SSP host instance.

Installing the VE License Server Software: steps to install the VE license server package if VE licenses are to be used.

Accessing the Charon-SSP AWS Instance: explains how to use SSH, SFTP, and the Charon-SSP Manager to access the cloud-based Charon
host instance for management and file transfer, and how to set the initial management password.

® Additional Charon-SSP AWS Instance Configuration: steps to add additional storage and network interfaces; introduction to cloud-specific
networking aspects.

Please note:

® Cloud providers may change their management GUI without prior warning. Hence, the screenshots in this document may not always reflect the
latest GUI appearance of the cloud provider. However, they will still provide an illustration of the described configuration steps.

® |n general, the sample outputs in this document may show different versions than the one documented in this manual, but they are still
representative of what a user will see.
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Obtaining Documentation

The latest released version of this manual and other related documentation are available on the Stromasys support website at Product Documentation
and Knowledge Base.

Obtaining Technical Assistance or General Product Information

Obtaining Technical Assistance

Several support channels are available to cover the Charon virtualization products.

If you have a support contract with Stromasys, please visit http://www.stromasys.com/support/ for up-to-date support telephone numbers and
business hours. Alternatively, the support center is available via email at support@stromasys.com.

If you purchased a Charon product through a Value-Added Reseller (VAR), please contact them directly.

Obtaining General Product Information

If you require information in addition to what is available on the Stromasys Product Documentation and Knowledge Base and on the Stromasys web site
you can contact the Stromasys team using https://www.stromasys.com/contact/, or by sending an email to info@stromasys.com.

For further information on purchases and the product best suited to your requirements, you can also contact your regional sales team by phone:

Region Phone Address

Australasia-Pacific +852 3520 1030 Room 1113, 11/F, Leighton Centre
77 Leighton Road, Causeway Bay,
Hong Kong, China

Americas +1919 239 8450 2840 Plaza Place, Ste 450
Raleigh, NC 27612
U.S.A.

Europe, Middle-East and Africa = +41 22 794 1070 Avenue Louis-Casai 84
5th Floor
1216 Cointrin

Switzerland
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Conventions

Notation Description
$ The dollar sign in interactive examples indicates an operating system prompt for VMS.
The dollar sign can also indicate non superuser prompt for UNIX / Linux.
# The number sign represents the superuser prompt for UNIX / Linux.
> The right angle bracket in interactive examples indicates an operating system prompt for Windows command (cmd.exe).

User input Bold monospace type in interactive examples indicates typed user input.

<pat h> Bold monospace type enclosed by angle brackets indicates command parameters and parameter values.
Qut put Monospace type in interactive examples, indicates command response output.
[] In syntax definitions, brackets indicate items that are optional.

In syntax definitions, a horizontal ellipsis indicates that the preceding item can be repeated one or more times.

dsk0 Italic monospace type, in interactive examples, indicates typed context dependent user input.

Definitions

Term Description
Host | The system on which the emulator runs, also called the Charon server

Guest = The operating system running on a Charon instance, for example, Tru64 UNIX, OpenVMS, Solaris, MPE or HP-UX

Related Documents

® Charon-SSP User's Guide and Release Notes

® VE License Server User's Guide
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In 1987, Sun Microsystems released the SPARC V7 processor, a 32-bit RISC processor. The SPARC V8 followed in 1990 — a revision of the original

SPARC V7, with the most notable inclusion of hardware divide and multiply instructions. The SPARC V8 processors formed the basis for a number of
servers and workstations such as the SPARCstation 5, 10 and 20. In 1993, the SPARC V8 was followed by the 64-bit SPARC V9 processor. This too
became the basis for a number of servers and workstations, such as the Enterprise 250 and 450.

Due to hardware obsolescence and lack of spare or refurbished parts, software and systems developed for these older SPARC-based workstations and
servers have become harder to maintain. To fill the continuous need for certain, end-of-life SPARC-based systems, Stromasys S.A. developed the
Charon-SSP line of SPARC emulator products. The following products are software-based, virtual machine replacements for the specified native-
hardware SPARC systems. A general overview of the emulated hardware families is shown below:

Charon-SSP/4M emulates the following SPARC hardware:
® Sun-4m family (represented by the Sun SPARCstation 20): Originally, a multiprocessor Sun-4 variant, based on the MBus processor module
bus introduced in the SPARCServer 600MP series. The Sun-4m architecture later also encompassed non-MBus uniprocessor systems such as
the SPARCstation 5, utilizing SPARC V8-architecture processors. Supported starting with SunOS 4.1.2 and by Solaris 2.1 to Solaris 9.
SPARCServer 600MP support was dropped after Solaris 2.5.1.
Charon-SSP/4U(+) emulates the following SPARC hardware:
® Sun-4u family (represented by the Sun Enterprise 450): (U for UltraSPARC) — this variant introduced the 64-bit SPARC V9 processor
architecture and UPA processor interconnect first used in the Sun Ultra series. Supported by 32-bit versions of Solaris starting from version 2.5.1.
The first 64-bit Solaris release for Sun-4u was Solaris 7. UltraSPARC | support was dropped after Solaris 9. Solaris 10 supports Sun-4u
implementations from UltraSPARC Il to UltraSPARC IV.
Charon-SSP/4V(+) emulates the following SPARC hardware:
® Sun-4v family (represented by the SPARC T2): A variation on Sun-4u which includes hypervisor processor virtualization; introduced in the
UltraSPARC T1 multicore processor. Selected hardware was supported by Solaris version 10 starting from release 3/05 HW2 (most models -
including the hardware emulated by Charon-SSP - require newer versions of Solaris 10). Several Solaris 11 versions are also supported.

Please note: For up-to-date information about supported features and guest OS versions refer to the section Virtual Hardware and Guest OS Supported
by Charon-SSP. Unless otherwise mentioned, the terms Charon-SSP/4U and Charon-SSP/4V also include Charon-SSP/4U+ and Charon-SSP/4V+.

The image below shows the basic concept of migrating physical hardware to an emulator:

Existing Application Existing Application
Layered Software Layered Software
SunOS/Solaris SunOS/Solaris

CHARON-SSP
SFARC
Virtual Machine

SPARC Server

Harovar BT
x86-64 PC Server

The Charon-SSP virtual machines allow users of Sun and Oracle SPARC-based computers to replace their native hardware in a way that requires little or
no change to the original system configuration. This means you can continue to run your applications and data without the need to switch or port to
another platform. The Charon-SSP software runs on commaodity, Intel 64-bit systems ensuring the continued protection of your investment.

Charon-SSP/4U+ supports the same virtual SPARC platforms as Charon-SSP/4U, and Charon-SSP/4V+ the same as Charon-SSP/4V. However, the
4U+ and 4V+ versions take advantage of Intel's VT-x/EPT hardware assisted virtualization technology in modern Intel CPUs to offer end users better
virtual CPU performance. Charon-SSP/4U+ and Charon-SSP/4V+ require Intel CPUs with VT-x/EPT capability (currently only experimental AMD support)
and must be installed on a dedicated host system. Running these product variants in a VM is not supported.

Please note: if you plan to run Charon-SSP/4U+ or 4V+ in a cloud environment, please contact Stromasys or a Stromasys VAR to discuss your
requirements.
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2 Virtual Hardware and Guest OS Supported by C

Supported Virtual Hardware

The different families of Charon-SSP virtual machines support a number of different hardware devices. The table below describes the device features and
maximum number supported by the different Charon-SSP virtual machine families.

Charon-SSP supported virtual hardware in cloud-specific products

Charon-SSP/4M Charon-SSP/4u(+) 1 Charon-SSP/4v(+) (1)
SPARC V8 (32-bit) Y
SPARC V9 (64-bit) vy @ vy @)
Max. number of CPUs 4 24 64
Max. RAM 64MB to 512MB 1GB to 128GB 1GB to 1024GB ®)
Ethernet controllers 2 19 4

(controller type le) (controller types hme and gfe) (controller types bge and gfe)
SCSiI controllers 1 2 2
SCSI target IDs 7 @) 30 ®) 30 ®)
Serial ports 2 2 2 + Vconsole
Graphics controllers 1 (CGTHREE or CGSIX (6)) 1 (CGSIX or RAGE XL)
Audio controllers 1 (DBRIe) 1 (DBRIe)

() Charon-SSP/4U+ has the same virtual hardware specification as Charon-SSP/4U, Charon-SSP/4V+ the same as Charon-SSP/4V. Charon-SSP/4U+
and Charon-SSP/4V+ are only supported on physical Intel hardware (VT-x support) and with Linux kernels provided by Stromasys. AMD support for
Charon-SSP/4U+ and Charon-SSP/4V+ is currently only experimental.

(2) SPARC V9 is backward compatible. Hence, Charon-SSP/4U can also support V8 32-bit systems.

©) Each sCsI target ID can have up to 8 LUNs. Therefore, the overall number of SCSI devices can be larger than the number of target IDs. The exact
number depends on the emulated hardware, the guest operating system and driver versions, and the SCSI devices used.

) Charon-SSP/4V supports one LDom per instance. An LDom virtual disk image can be booted by Charon-SSP without modifications.
) Actual maximum values are different depending on guest OS: Solaris 10: 1TB, Solaris 11: 512GB.
6) cGSIX emulation is not supported for SunOS 4.x guest systems.

Supported Guest Operating Systems

The Charon-SSP/4M virtual machines support the following guest operating system releases:

® Sun0S4.1.3-4.1.4
® Solaris 2.3 to Solaris 9

The Charon-SSP/4U(+) virtual machines support the following guest operating system releases:
® Solaris 2.5.1 to Solaris 10
The Charon-SSP/4V(+) virtual machines support the following guest operating system releases:

® Solaris 10 (starting with update 4, 08/07) and Solaris 11.1 to Solaris 11.3
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7 Setting up an AWS Cloud Instance Charon-SSP

This chapter describes how to set up a basic Charon-SSP instance in the AWS cloud.

Contents

B Prerequisites
®  General Prerequisites
B |icensing
B Charon-SSP Automatic Licensing Overview
B Charon-SSP VE Licensing Overview
B Charon-SSP VE License Characteristics
B Charon-SSP VE License Server Communication Requirements
B Basic License Installation Steps Before an Emulator Can be Started
B AWS Instance Type Prerequisites (Hardware Prerequisites)
B AWS Login and New Instance Launch
®  New Instance Configuration

Prerequisites

General Prerequisites

To install and configure Charon-SSP in the AWS cloud, you need an Amazon AWS account.

Licensing

Charon-SSP requires a license to run emulated SPARC systems. For a typical cloud-based installation, there are two different Charon-SSP product
variants with two different licensing models (availability may differ depending on cloud environment):

1. The cloud-specific, prepackaged Charon-SSP AL (Automatic Licensing) image utilizing a public, Stromasys-operated cloud-specific license
server.

2. Charon-SSP VE (Virtual Environment) utilizing a customer-operated, private VE license server in a supported cloud environment. Charon-SSP
VE is available as a prepackaged image on some cloud platforms, and in RPM package format for a conventional installation.

Both licensing options are briefly described below. Please contact your Stromasys representative for any questions about product availability and
licensing options.

Please note: the user is responsible for any Solaris licensing obligations and has to provide the appropriate licenses.

Charon-SSP Automatic Licensing Overview

The Charon-SSP AL image for AWS requires a license to run emulated SPARC systems. This license is created automatically upon first launch of the
Charon-SSP AWS instance. Please note the following points:

® The Charon-SSP AWS instance requires Internet access (via public IP address or NAT) for the license mechanism to work. If NAT is used, the
gateway must be an AWS instance (the source address must be from the AWS range). At the time of writing, the license servers that must be
reachable are cloud-Ims1.stromasys.com and cloud-Ims2.stromasys.com on port 8080. Also, a DNS service must be reachable to resolve the
host names of the license servers, or corresponding entries in /etc/hosts must exist.

® |f you change the instance type after first launching the instance and thereby change the number of CPU cores (or if the number of CPU cores is
changed by any other method), the license will be invalidated.

® Some licensing problems or other requirements (e.g., additional CPU cores needed) may make it necessary to move the emulator to a new
instance. Therefore, it is strongly recommended to store all relevant emulator data on a separate EBS volume that can easily be detached from
the old instance and attached to a new instance.

® Should access to the license be lost, there is a grace period of 24 hours. If license access is not restored within this period, the emulator will stop
(if a guest system is running at the time, this is the equivalent of disconnecting the power without clean shutdown, i.e., it may lead to loss of data).

Please note: You will be billed by Amazon for your use of the Charon-SSP AWS instance. Stromasys will not bill you directly.
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Charon-SSP VE Licensing Overview

This licensing option is applicable to prepackaged Charon-SSP VE images on cloud marketplaces and to VE-capable Charon-SSP emulator software
installed from RPM packages.

Charon-SSP VE License Characteristics

The main characteristics of VE licenses are the following:

Software licenses only.
Installed on Charon-SSP host or separate license server.

® Require the Charon-SSP VE license server software (RPM package included in the prepackaged, cloud-specific marketplace Charon-SSP VE
image).

® Require matching Charon-SSP emulator software (preinstalled on the prepackaged, cloud-specific marketplace Charon-SSP VE image).

If supported by the cloud provider, the VE license server instance can be moved to a different subnet, as long as the original instance can be moved. It is
also possible to backup and restore (to the same instance) the license server data. However, the following actions will invalidate the license:

Changing the number of CPU cores of the license server system.
Copying the license server data to a different instance.
Seriously damaging the root filesystem of the license server system.

Re-installing the license server system.

Charon-SSP VE License Server Communication Requirements

For proper functionality, the system on which the license server runs must be able to communicate with the cloud infrastructure:

® The metadata server of the cloud environment (169.254.169.254)
® The host iam.amazonaws.com

It must also be able to communicate with the client systems using the license. The following ports are used for this communication:

® TCP/8083: must be permitted from the client to the license server to enable the use of the license by the client.
® TCP/8084: must be permitted by the license server for any system that should access the web interface to display license information.

Basic License Installation Steps Before an Emulator Can be Started

If there is no VE license server running already, decide on which cloud instance it should run and install the VE License Server package on the selected
system. The VE License Server RPM package is included in the prepackaged Charon-SSP VE marketplace images. Alternatively, Stromasys will provide
a download location. See Installing the VE License Server Software.

If you don't already have a license, contact your Stromasys representative to procure an appropriate license.
Log in on your Charon-SSP VE License Server instance.

Create a C2V file and send it to the email address Stromasys will provide to you.

Install the V2C file you will receive from Stromasys.

Configure the emulator instance(s) to use the license server.

Please refer to the VE License Server User's Guide for more information.
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AWS Instance Type Prerequisites (Hardware Prerequisites)

By selecting an instance type in AWS, you select the virtual hardware that will be used for Charon-SSP AWS. Therefore, the selection of an instance type
determines the hardware characteristics of the Charon-SSP virtual host hardware (e.g., how many CPU cores and how much memory your virtual Charon
host system will have).

The minimum hardware requirements are described below. To learn about the default settings and how to use the Charon-SSP configuration
options to determine the resource allocation, refer to the different configuration sections of the general Charon-SSP User's Guide of your Charon-SSP
version (see CHARON-SSP for Linux), in particular, the CPU Configuration section.

Important general information:

® To facilitate a fast transfer of emulator data from one cloud instance to another, it is strongly recommended to store all relevant emulator data on
a separate disk volume that can easily be detached from the old instance and attached to a new instance.

® Please make sure to dimension your instance correctly from the beginning (check the minimum requirements below). The Charon-SSP license
for Charon-SSP AL is created when the instance is first launched. Changing later to another instance size/type and thereby changing the
number of CPU cores will invalidate the license and thus prevent Charon instances from starting (new instance required). The license for Charon-
SSP VE is created based on the fingerprint taken on the license server. If the license server is run directly on the emulator host and the emulator
host later requires, for example, a change in the number of CPU cores, the license will be invalidated (new license required).

General CPU requirements: Charon-SSP requires modern x86-64 architecture processors with a recommended CPU frequency of at least 3.0GHz.
Minimum requirements for Charon-SSP:

®  Minimum number of host system CPU cores:
® At least one CPU core for the host operating system.
® For each emulated SPARC system:
® One CPU core for each emulated CPU of the instance.

® At least one additional CPU core for I/O processing (at least two, if server JIT optimization is used). See the CPU Configuration
section mentioned above for default allocation and configuration options

®  Minimum memory requirements:
® At least 2GB of RAM for the host operating system.
® For each emulated SPARC system:
® The configured memory of the emulated instance.

® 2GB of RAM (6GB of RAM if server JIT is used) to allow for DIT optimization, emulator requirements, run-time buffers, SMP and
graphics emulation.

® |f hyper-threading cannot be disabled on the Charon-SSP host, configure the hyper-threading option in the Charon-SSP Manager. See the CPU
Configuration section mentioned above for additional configuration information.

® One or more network interfaces, depending on customer requirements.

Charon-SSP/4U+ and Charon-SSP/4V+ must run on physical Intel hardware supporting VT-x/EPT (baremetal instances) and therefore cannot
run in all cloud environments. Please check your cloud provider's documentation for the availability of such hardware. In addition, note the
following points:

® The support of these product variants on AMD processors (AMD-v/NPT required) is currently experimental.
® Charon-SSP/4U+ and Charon-SSP/4V+ are only available when using the Linux kernels provided by Stromasys.

® Please contact Stromasys or your Stromasys VAR if you need this type of emulated SPARC hardware to discuss your requirements in
detail.

Please note:

® The sizing guidelines above—in particular regarding number of host CPU cores and host memory—show the minimum requirements.
Every use case has to be reviewed and the actual host sizing has to be adapted as necessary. For example, the number of I/O CPUs may have
to be increased if the guest applications produce a high 1/0O load. Also take into consideration that a system with many emulated CPUs in general
is also able to create a higher I/O load and thus the number of CPUs for I/O processing may have to be increased.

® The CPU core allocation for emulated CPUs and CPU cores for I/O processing is determined by the configuration. See CPU Configuration in the
general Charon-SSP User's Guide for more information about this and the default allocation of CPU cores for I/O processing.

© Stromasys 1999-2021 11/70


https://stromasys.atlassian.net/wiki/spaces/KBP/pages/39158047/CHARON-SSP+for+Linux

Charon-SSP 4.2 for AWS Cloud | Getting Started Guide Version 6 | 04 March 2021

AWS Login and New Instance Launch

Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications such
as Charon-SSP.

To start the creation of a new cloud instance using the Charon-SSP AMI, perform the following steps:
1. Log in to your AWS management console.

2. Find and select the EC2 service. You can use the search window or find it in the recently used services.

a_‘u'{-'__:r__ Services - Resource Groups - *

AWS Management Console

AWS services

Find Services

v Recently visited services

* All services

Build a solution

Get started with stmple wizards and avtomated workflows

Launch a virtual machine Build a web app Build using virtual servers
With EC2 With Elastic Beanstalk with Lightsaill

2-5 minutes & minutes 1-2 minutes

i &

This will open the E2C dashboard.
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3. On the EC2 dashboard click on the Launch Instance button. Note that at the time of writing a new version of the dashboard was being introduced, but
either version could be used.

Old dashboard version:

E!""'""_S. Services
EC2 Dashboard - Resources
Events
Yious @re using the followang Amazon EC2 resources m the US East (N, Vinginia) region

Tags

Reports i & Running Instances 5 Elastic IPs

Limiis 0 Dedicated Hosts 5% Snapshots

41 Volumes 0 Load Balancers

: 12 Key Pairs 2T Securnty Groups

Instances

0 Placement Groups
Launch Templaes

gy LIeS
Spot Requesis Create Instance
Reserved Instances

To s L pazan ECZ you will wand i launch a vinuwal senver, known &s an Amazon ECZ instance

Dedecated Hosts
Scheduled Instances

Capacity Reservations

New dashboard version:

D rewicT i
L4 hbaard
RESOUTCEs O & Account attributes L]
[
'
Tl 3 e T Fobbtna AFRaduds 6T 4t #h 3 SRk A CHE (Mo s B ooy plariprs [
- VPL
s
=
TINSTANCES ehic g bered bz Fripallty 204 bl
HTHE roaag Additienal infermation [
(D) Lanity e, configure, s depbiy Mitroisf] SOL Sivent Aways Dn reslabiity grougn om UV e the SV -4 d g
e L Wirsrd far SO6 Saran Lasr
ix

T IMAGES

AM Launch imstanoe Service hialth

(] Raretis Haealsh Dathbeasd [

 ELASTIE BLOCK :.:I::rl !'.rlnl duradh i Amaeon L2 bmileree, shich ha

STORE — = Bicie

ki @ LPL O [Merd Vi) ) Ths svice

L ¥ g
o METWORS, & Avallability Zeng status

SECURITY

" Scheduled events &) — e

Clicking on Launch Instance will initiate the instance creation process consisting of seven steps:

. Choose AMI

. Choose Instance Type

. Configure Instance

. Add Storage

Add Tags

. Configure Security Groups

N o oA ®N =

. Review, launch and select/create key-pair for access.

These steps are described in the next section.
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New Instance Configuration

The instance creation and configuration process will guide you through a number of configuration steps and allow you to start the new instance when
done.

1. Choose AMI:

Search for Charon products and select the desired Charon products from the Marketplace or (depending on your environment) from My AMis. If installing
a prepackaged marketplace Charon-SSP image, this image must be used. If you plan to install Charon-SSP using RPM packages, use a Linux version
supported for Charon-SSP.

SErvices ~ Resource Groups -~ *

1. Choose AMI 2.0l 2 Instance Type 3. Confligure Sigmce 1. Add Storane Add Tage 6. Configure Securnity Grou . Review

Step 1: Choose an Amazon Machine Image (AMI)
An AMI s a template that contains the software configuration (operating system, application server, and applications) required to launch your instance.,
Marketplace; or you can select one of your own AMIs.

Quick Start (0)
Mo results were found for "charon® in the guick start catalog.
The following results for "charon™ were found in other catalogs:

9 results in My AMIs
Community AMIS (0) Wiy A A

44 results in AWS Marketplace
Free tier only (i M t

Clicking on one of the categories above will display a list of images. Select the appropriate Charon-SSP AMI (marketplace image) or Linux instance (for
RPM installation).

This will take you to the next step, the instance type selection.
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2. Choose Instance Type:
Amazon EC2 offers instance types with varying combinations of CPU, memory, storage, and networking capacity.

Select an instance type that matches the requirements of the Charon-SSP product.

2. Chooas Inwtenos Typs
Step 2: Choose an Instance Type
@
[ | Compute optisioed oS alaige 4 8 EBS only Yes L i 100 gy vieg
wered 5 2elege J 1 S ey e et 10 Cigalit
#0 opfisined 5 Sviage L8 EBS ondy .

red 8 O » Y B onl ot 10 g .
@
@
@
@
@
@
@
@
@
@
[} -

Previous mﬂl#mﬂm! Doetunds

When done, continue by clicking on the Next: Configure Instance button.
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3. Configure Instance:

In this section, you can set up the details of your instance configuration. For example, you can select the following:

® The VPC subnet your instance should be in.

® Whether an interface should automatically be assigned a public IP address.
[ ]

If you scroll down to the bottom of the page, you also can assign non-default and/or additional Ethernet interfaces to the instance.

Please note: automatic assignment of a public IP address only works if there is only one network interface attached to the instance.

If you plan to run a VE license server on the instance, you must assign an IAM role to the instance that allows at least the ListUsers action. If such a
role has not yet been defined, please refer to Creating and Attaching an AWS IAM Role and to the documentation provided by AWS for additional

information.

Services v Resource Groupd

Step 3: Configure Instance Details

Mumiber of inFlantes [
Pulchasing cpaiom

Hetwork (5 o v| ©F Cremes

Autg-assign Public 1P _Jj

Placement grosp #urk iarer 10 placimeend geoy

Capacity Reservation [ Oiueit . i s
' [T ol
Shatcdown behanior [ o i)

Erabde termnation protection [ Pritecs Againdt

Mondtoreg (& (S Tl Fliskipd] Ml

Tenancy |k Fadind - Run a ihaded hardvweant sl

Elastic inference (G Add an Elasie indere

TS Ualimited [

prevous | [CRTERTEI e e st

Once you have selected all desired configuration options, click on Next: Add storage to continue.
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4. Add Storage:

The size of the root volume (the system disk) must be appropriate for your environment (recommended minimum system disk size: 30GB). You can also
add more storage later to provide space for virtual disk containers and other storage requirements.

Please note: It is recommended to create separate storage space (using AWS EBS volumes) for Charon application data (e.g., disk images). If required,
such volumes can later easily be migrated to another instance (see Storage Management).

SEFVICES v Resource CHoups -

Step 4: Add Storage

& will be La

[= il
Thigas t
‘wolume Type (| Device | Snagahol | Size poby (i Welume Type || oPs Il-':'::;lhp" Termimalion Emcrypted |
bealal snag-(ladbsh 1 585 TEcd 3, C:) General Puipoae S50 [grd) v 1003 1 A, # H -
Aded New Volurms

Once you are done, again click on the Next: Add tags button.

5. Add Tags:

Tags allow you to add information to your instance, for example, an easily remembered name as shown in the example below:

Ressires Gasaps ~

Step 50 Add Tags

A coapry ol & L €avn b igpalied 55 wolumier, Im2ance or ot

¥ WAl D appled LANCES Al = E Amaron ECE e

Ky alue Instances || Wolumes i
— * - ]

Add anathes Lag

After adding tags as required, continue to the next step (Configure Security Groups).
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6. Configure Security Groups:

A security group is similar to a firewall. It defines which traffic is allowed to flow to and from the instance. For Charon-SSP you must at least enable SSH
access to the system. This will allow you to access the management interface and to run Charon-SSP services via an SSH VPN tunnel. You can select
an existing group or create a new one. If you create a new one, you can enter an name and an appropriate description. An example of a security group is
shown below.

Aesowrce Groups

Step 6: Configure Security Group
B STy i 5t o Peewanll raes thal control i rafe foF vour FELance . O Dk pace . you can Sid naes 1o illow specibe Rl oo reach youl NS . Fof cxamoke, &y T A R
1 Afey waincied access by the HTTP | HTTPS poris. 'Wou CAMN CREase & New S0ty o of seleot fro A I — T bt Amazon EC2 secuit
ARG i SbhIURDY Qroup. = Cheine i R Sourity g
. :.-'.!Yu\.llﬂl] ST SR
SHLUTyY Qoup name; -t - sEoU T AP
Desoription: v -Liry] Ay o
TR ) Pratocal (i Port Range || Source Dwscription (7
LT " TCP = forereey = 3 5 - g
Add Rule
ik
" i : o i & 4 i oy i B

The warning shown alerts the user to the fact that the source IP addresses are not restricted, i.e., any system is allowed to use SSH to access the
instance. Restrict the source address range if possible. See also the Firewall Requirements section in the general Charon-SSP user's guide.

Once you have set up your security group, continue to the next step (Review and Launch).
7. Review:

Here you can review the configuration of your instance and edit the individual sections if required. The image below shows a sample:

»  Rescurce Groups - *

Step 7:

Review Instance Launch

£ e L s £ bahch 10 e tnges far each seomoe. Clokl LALINER 10 A3k & by PAF 10 y00F nstance and comslete the L

Fi

VG WO T 1L e HTTP (B3 for web senvers. Edit

= AMI Details

A Charon-S5Pwk 1 8-bulldd - aeni-biibhiiSaaTiatdanl
!
* Instance Type Edit ins
Instance Type ECUs Ve My (da) Instance Storage (B EBS-Optimired Avadable Retwerk Pertoimanse
wariabie | 1t S iy Wikt inde
= Secirily Groups Edi sacurity groups

Security growp nass
Description

Type Pragocol (i Port Range i Sowoe || Description (i

55H TCF 00,0000
F Instance Detalls Edn LA (e

v Storage Edil 300

If you are satisfied with the settings, click on the Launch button to start your instance for the first time.
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8. Launch and select/create key-pair for access:

When starting the instance for the first time, you will be shown a window asking you to create a new key-pair or to use an existing one. When creating a
new key-pair, you must download the private key to your local system and store it in a safe place. It is required to access your instance. The public key
is stored in the newly created Charon-SSP host system. When using a Charon-SSP marketplace image, the public key is stored in the authorized_keys
file of the sshuser and the charon user. For other Linux images it is stored in the defined management user for the image. The sample below shows the
window when the creation of a new key-pair was selected:

Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together, they
allow you to connect to your instance securely, For Windows AMIs, the private key file is required to
obiain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH nto your instance.

Mate: The selected key pair will be added 1o the se1 of keys authonzed for this instance. Learm mone
about removing existing key pairs from a public AMI

Create a new key pair r
Key pair name

mykey

Download Key Pair

You have to dovwnload the private key file (*.pem hile) before you can continue, Store
it in a secure and accessible location. You will not be able o download the file
again after irs created.

Cancel

You cannot start the instance without downloading the key. If you select to re-use an existing key-pair, you must confirm that you are in possession of the
private key before you can launch the instance.

Verify that instance is running:
After starting your instance for the first time, you will see it in the initializing state in the list of your AWS instances. It will take a bit of time to get to the

running state. After this, important information, for example, the public IP address and public DNS name (marked in red) of the instance will also be
displayed. The following image shows an example:

e————— G ) [+ | [ |

Q 1 &
vomrche wee- 5 Clamr Filbary
ﬂ Nam= Instancs 10 Indtance sbals = Iatance tbyps ¥ Hatus ehpck Alarm Stabur Awafabilily posws V7 Public iP5 DN Pald 1P .
[ -] PR ety 505 T T 15008 I g 12 e @ Fis alarei S eal=1C
woir-lifnBl- Rt OB RS 50 T Bal) S stoppe E - He alarrrm. -kl 1¢

The following sections will show you how to access the instance and how to perform additional storage and network configurations.

Please note: if you select your instance, the bottom of the screen will show a detailed description and status information of your instance.
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Installing the VE License Server Software

Please note: this section is only applicable to Charon-SSP VE cloud images where the included Charon-SSP VE License Server kit is to be installed on
the Charon host system itself. For more information, and if you installed your host system using the Charon-SSP VE RPM packages, please refer to the
Charon-SSP VE License Server Guide.

Charon-SSP for Virtual Environments (VE) requires at least one VE license server on the Charon host system itself or an a separate license server. The
VE license server must run in a supported cloud environment. The software package is included in the Charon-SSP VE cloud image. The installation of
the VE License Server package on the Charon host system is described below:

Step Description
1 Log into your cloud instance and become the root user on the Charon host in the cloud using the following commands:

$ ssh -i <path-to-private-key> sshuser@<ip-address-of-cloud-instance>
$ sudo -i

2 Go to the directory where the package has been stored (this location is applicable to the prepackaged Charon-SSP VE marketplace image):
# cd /charon/storage/

3 Install the package:
# yuminstall |icense-server-<version> rpm

Sample installation:

# cd /charon/ storage/

# yuminstall |icense-server-1.0.35.rpm

Loaded plugins: fastestmrror

Examining |icense-server-1.0.35.rpm |icense-server-1.0.35-1.x86_64
Marking license-server-1.0.35.rpmto be installed

Resol vi ng Dependenci es

--> Running transaction check

---> Package |icense-server.x86_64 0:1.0.35-1 will be installed

--> Fini shed Dependency Resol ution

Dependenci es Resol ved

Package Arch Ver si on Repository Si ze
Instal l'ing:
i cense-server x86_64 1.0.35-1 /license-server-1.0.35 79 M

Transacti on Summary

Install 1 Package

Total size: 79 M
Installed size: 79 M

Is this ok [y/d/N: y
Downl oadi ng packages:

Runni ng transacti on check
Runni ng transaction test
Transaction test succeeded
Runni ng transaction

Installing : license-server-1.0.35-1.x86_64 1/1

Created synmlink from/etc/systend/ system nulti-user.target.wants/licensed.service to /etc/systend/systenl|icensed. service.
Verifying : license-server-1.0.35-1.x86_64 1/1

Install ed:

i cense-server.x86_64 0:1.0.35-1

Conpl et e!
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2 Installing the Charon-SSP Manager

Contents

B Qverview
Installation Packages
B Charon-Manager Installation on Linux
B Prerequisites
B |nstallation Steps on Linux
B |nstallation Steps on Microsoft Windows

Overview

The Charon-SSP Manager is the main interface for managing the emulated SPARC systems running on a Charon-SSP cloud host. Therefore, the Charon-
SSP Manager must be installed on every system that will be used to manage the Charon instances running on the Charon-SSP cloud host. Configuring
and managing Charon-SSP instances from the command-line is also possible, but outside the scope of this Getting Started Guide. Please refer to the
general Charon-SSP User's Guide for information about using the command-line.

Typically, the Charon Manager is installed on a system on customer premises and used via an encrypted connection to manage the Charon host in the
cloud. The Charon Manager can also be installed on the Charon host itself and the be accessed via X11-Forwarding across an SSH connection. The
latter currently requires additional package installation (via standard or local repository) on the Charon host.

Stromasys provides Charon-SSP Manager installation packages for the following operating systems:

® Linux distributions and versions:
® Oracle Linux, Red Hat Enterprise Linux, and CentOS: 7.x or higher (64-bit versions only)
® Ubuntu 17 or higher (64-bit)

® Microsoft Windows: versions 7, 8, and 10

Installation Packages

Installation packages are available in RPM or Debian package formats for Linux and as a ZIP-file for Microsoft Windows:

® RPM package: charon-manager-ssp-<version>.rpm
® Ubuntu package: charon-manager-ssp-<version>.deb
® Microsoft Windows package: charon-manager-ssp-<version>.zip

There are different ways to obtain the Charon-SSP Manager installation packages. They are briefly described below:

a) For installation on a management system on customer premises if using a prepackaged marketplace image:

The packages are included in the Charon-SSP cloud-specific image. Once a new instance has been launched, you can download the Charon-SSP
Manager packages from the running instance:

® Connect to the public IP address of the instance via SFTP using the private key assigned during launch and the user charon:
$ sftp -i <path-to-private-key> charon@public-ip-of-cloud-instance>

® Download the required package:
sftp> get charon-manager-ssp-<version>. [rpm| deb | zip]

b) For installation on the Charon host in the cloud if using a prepackaged marketplace image: the packages are located in the /charon/storage/
directory.

c) For installation on a Charon host in the cloud where a conventional RPM installation was performed: the packages can be downloaded from a
Stromasys server.
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Charon-Manager Installation on Linux

When the Charon Manager is installed on a Linux host with a graphical user environment, the prerequisites are often already fulfilled. However, when
installing the Charon Manager on the Charon-SSP host in the cloud or on a Linux server without graphics (for example to display it via a remote X11-
connection) instead of on a local management system, additional packages may have to be installed that normally are already available in a workstation
environment.

In particular, the Charon-SSP Manager requires the following packages:

libX11

xorg-x11-server-utils

gtk2

xorg-x11-xauth (only required for X11-Forwarding)

If you install the Charon Manager with the yum command, these packages (with the exception of xorg-x11-xauth) and any dependencies that these
packages themselves may have, are resolved automatically if a package repository is available. The xorg-x11-xauth package must be installed
separately (also with yum). If your server does not have access to the standard operating system repositories, refer to this document for instructions on
setting up a local repositories.

Please note:

® The exact list of additionally required packages depends on what is already installed on the server.
® To install dependencies on Ubuntu, please refer to your Linux documentation.

Installation Steps on Linux

The following table describes the installation steps for Charon-SSP Manager:

Step Description

1 Installation on a Linux management system on Installation on the Charon-SSP host system in the cloud (optional):
customer premises (typical installation):
® Log in and become the root user on the Charon host in the cloud using the

® Log in to the Linux management system as the following commands:
root user (denoted by the # prompt). $ ssh -i <path-to-private-key> sshuser@<ip-address-of-cloud-instance>
® Copy the installation package to your local # sudo i
Linux management system (as described ® Please note: if the Charon host was not installed using a prepackaged
above). marketplace image, the username may be different and the installation package

will have to be copied to the Charon host in a separate step.

2 Go to the directory where the package has been stored:
# cd <package-| ocation>
3 Installing the package:

For systems with RPM package management (Red Hat, CentOS, Oracle Linux):
# yuminstall <fil enane-of -package>

(For an installation on the cloud host system, check if xorg-x11-xauth is already installed if X11-Forwarding is planned.)

For systems with Debian package management (Ubuntu):
# dpkg -i <fil ename- of - package>
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Example (RPM installation with yum command recursively resolving package dependencies):

# yuminstall charon-manager-ssp*.rpm

Loaded plugins: fastestmrror, |angpacks

Exami ni ng char on- manager - ssp-4. 2. 5. rpm char on- manager - ssp-4. 2. 5- 1. x86_64
Mar ki ng charon- manager-ssp-4.2.5.rpmto be installed

Resol vi ng Dependenci es

--> Running transaction check

---> Package charon- manager-ssp.x86_64 0:4.2.5-1 will be installed

<lines renoved>

Dependenci es Resol ved

Package Arch  Version Repository Si ze
Instal l'ing:
char on- manager - ssp x86_64 4.2.5-1 / char on- manager-ssp-4.2.5 5.8 M

Installing for dependencies:
<lines renoved>

Transaction Summary

Install 1 Package (+42 Dependent packages)

Total size: 14 M

Total downl oad size: 9.5 M
Installed size: 37 M

Is this ok [y/d/N: vy
Downl oadi ng packages:

< lines renoved >

Runni ng transacti on check
Runni ng transaction test
Transaction test succeeded
Runni ng transaction

< lines renoved >

Install ed:
char on- manager - ssp. x86_64 0:4.2.5-1

Dependency | nstall ed:
atk.x86_64 0:2.28.1-1.el7
cairo.x86_64 0:1.15.12-4.el 7
dej avu- f ont s- conmon. noarch 0:2.33-6.¢el 7
dej avu- sans-fonts.noarch 0:2.33-6.¢el7
<lines renoved>

xor g-x11-server-utils.x86_64 0:7.7-20.el7

Conpl et e!

© Stromasys 1999-2021 23/70



Charon-SSP 4.2 for AWS Cloud | Getting Started Guide Version 6 | 04 March 2021

Installation Steps on Microsoft Windows

The Charon-SSP Manager for Windows software is shipped as a zipped archive package. To complete the installation, use the following instructions.

1. Right-click on the zip archive charon-manager-ssp-{version}.zip and select Extract All.
2. A window titled Extract Compressed (Zipped) Folders opens. In this window:
a. Click on the Show extracted files when complete checkbox.
b. Click on the Extract button.
. A new Windows Explorer window opens showing the extracted packages.
. Double-click on the setup.exe executable to begin the installation.
. If you are presented with an Open File - Security Warning window, click on the Run button.

[ 206, I~V ]

. You should now see the Charon-SSP Manager Setup Wizard. To proceed with the installation, click on the Next button. If the Windows Installer
reports that Charon-SSP Manager for Windows is already installed, you must deinstall the currently installed software before you can install a
different version. Normally, several versions can coexist.

7. To accept the default installation options, simply click on Next without modifying any options. Alternatively, the following installation options can
be adjusted:

a. Click on Browse to select an alternative installation target.

b. Click the appropriate radio button, Everyone or Just for Me, to specify system-wide or private installation respectively (the system-wide
installation will prompt for the administrator password if you are not using the administrator account).

c. To determine the approximate disk usage after the installation, click on the Disk Cost button.
d. Once all options have been set, click on Next.
8. Proceed with the installation by clicking on Next.
9. Once the installation has completed, click on Close to exit the SSP-Manager Setup Wizard.
10. The installation process creates:
a. A Charon Manager icon on the desktop
b. A Charon Manager entry in the Start menu (folder Stromasys)
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2 Accessing the Ch

AWS Security Groups Overview

Access to an AWS cloud instance can be controlled by

an external firewall,

the operating system firewall of the instance,
AWS security groups, and

AWS network ACLs.

A network ACL applies to a subnet as a whole. Only one network ACL per subnet is allowed. The rules in a network ACL are stateless (i.e., return traffic
must be explicitly allowed). Rules can be defined for inbound or outbound traffic, they can allow or deny traffic, and they are evaluated starting from the
lowest rule number. After the first match the search is terminated. The default network ACL allows all inbound and outbound IP traffic.

A security group can be seen as a virtual firewall that controls the traffic for one or more instances. When you launch an instance, you must assign a
security group to the instance. If no custom security group is specified, a default security group will be created and associated with the instance. You can
add rules to each security group that allow traffic to or from its associated instances. The rules of a security group can be modified at any time, and the
modifications are automatically applied to all instances that are associated with the security group. If there is more than one security group associated
with an instance, the rules of all groups are combined.

Security groups in a VPC are associated with network interfaces. Changing an instance's security groups changes the security groups associated with
the primary network interface (eth0). Additional security groups can be associated with any other network interfaces added to an instance.

Points to note with respect to security groups:

By default, all outbound traffic is allowed.

Rules in a security group always define what is permitted. They cannot be used to deny specific traffic.

Response traffic to traffic that was permitted by a rule is always allowed (connection tracking).

A security group cannot allow more permissive access to a subnet than the permitted traffic defined in the network ACL of the subnet.

Please see the relevant AWS documentation for more information and configuration details.
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Connecting to the Cloud Instance

During the configuration of your instance you should have created a security group allowing at the minimum SSH access to the instance. If this has been
done correctly, you can, for example, use SSH from the command-line or from a tool such as PuTTY to access the command-line of the user sshuser
(for Charon-SSP prepackaged marketplace images) or your custom user (for RPM installations) on the Charon-SSP instance.

If you select your instance in the instance list and then click on Connect, you will see the instructions for connecting via SSH.
As shown in the image below, you will see in particular

® the name of the private key that must be used to connect to the instance,
® the public DNS name of the instance, and
® a sample user name that must be adapted to the actual user name to be used for your instance.

EC2 Iristanaes O505aTdEa P IEC04 e Conrsect to instan:

Connect to instance  ine=

EC2 Indtanci Conmeel Sikiban MENLGEH

nstanoe D

£F OS05aTAEAT RS04 2 ¢ [We-vipL- k)

1. Cpen an S5H client

I, Locats yous paivate kiy Tibe. Thi iy used 1o leunch this indtancs is mykeypsm

5. Run this commansd, B recersary, bo endune your kiy B net publichy viesable
(P chemod 400 mykey.pem

4, Conmect to your nstance using it Public DS
(B ecZaon o0 00 o0 computes1.aMazonaws.com

Exampile:

(B sk -1 mykeypem e B - N N W, W oIt A e N £om

Camncad

Please note:

® The file permissions of the private key file must be set such that the file is only readable by the user (e.g., # chnmod 400 <pri vat e- key-
file>).

® PuTTY uses a different key file format. It comes with tools to convert between its own . ppk format and the format of OpenSSH used by the
default Linux tools.

There are several ways to connect to your Charon-SSP cloud instance using this basic SSH protocol access. Some of them are described in the following
sections below.

® SSH Command-Line Access
® SFTP File Transfer
® Connecting with the Charon-SSP Manager
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SSH Command-Line Access

Contents
® General Information

® General Login Steps
® Setting the Management Password

General Information

During the configuration of your instance you should have created the necessary security rules allowing at the minimum SSH access to the instance. If
this has been done correctly, you can use SSH from the command-line or from a tool such as PuTTY to access the command-line of the Charon-SSP
instance.

Please note: The file permissions of the private key file must be set such that the file is only readable by the user as shown in the chmod example in the
previous section.

General Login Steps

To connect interactively to an instance installed from a prepackaged Charon-SSP marketplace image, you must connect as the user sshuser (for a
conventional RPM installation, use the configured user). To connect as the sshuser, use the following command:

$ ssh -0 ServerAlivelnterval =30 -i <path-to-your-private-key> sshuser @cl oudhost - | P- addr ess>

The parameter Ser ver Al i vel nt er val protects the connection from timing out.

Please note: Depending on the type of connection, you will have to use either the public IP address of the Charon host system in the cloud or its address
in a customer-specific VPN.

Below, you see sample output of a login (using a private IP address in a customer-specific VPN):

$ ssh -o ServerAlivelnterval =30 -i .ssh/nykey. pem sshuser @72. 31. 38. 252
Last login: Tue May 21 05:34:33 2019 from nyhost. exanpl e. com

[ sshuser @p-172-31-38-252 ~]$ pwd

/' home/ sshuser

Please note: This account allows root access (use sudo -i ).
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Setting the Management Password

Information about the initial management password configuration:

Before connecting to the Charon-SSP host instance in the cloud with the Charon Manager for the first time after the initial installation of your instance you
must set the management password. This can either be done via the Charon Manager itself (see Connecting with the Charon-SSP Manager) or via the
command line as shown below.

Please note: The steps described here can also be used to reset a forgotten Charon management password.
Steps to set the management password:

Log in to the Charon host using SSH as show above.

Become the root user (sudo -i ).

Change to the Charon Agent utilities directory (cd / opt/ char on- agent/ssp-agent/utils).
Run the charon-password script (. / char on- passwd).

Enter and confirm the new management password when prompted.
After this has been completed, you can connect to the host using the Charon Manager with the new management password.

Below, you see sample output of the steps (exact output may vary depending on product and host system version):

$ ssh -i .ssh/nykey.pem sshuser@72.31.38.252

[ sshuser @p-172-31-35-32 ~]$ sudo -i

[root @p-172-31-35-32 ~]# cd /opt/charon-agent/ssp-agent/utils
[root @p-172-31-35-32 utils]# ./charon-passwd

Enter new Charon password:

Ret ype new Charon password:

Password updat ed successfully.

[root @p-172-31-35-32 utils]#
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SFTP File Transfer

SFTP enables file transfers to and from the Charon-SSP host instance in the cloud. The user for file transfers is the charon user if the instance was
installed from a prepackaged Charon-SSP marketplace image (for a conventional RPM installation, use the configured user). The security rules must
allow SSH access to allow SFTP access to the Charon-SSP cloud instance.

Please note: Depending on the type of connection, you will have to use either the public IP address of the Charon host system in the cloud or its address
in a customer-specific VPN.

To connect to the instance as the user charon, use the following command:

$ sftp -i <path-to-your-private-key> charon@cl oudhost - | P- addr ess>

Below you see sample output of a connection (using a private IP address in a customer-specific VPN):

$ sftp -i ~/.ssh/nykey. pem charon@O. 1. 1. 50

Connected to charon@O. 1. 1. 50.

sftp> |s

char on- manager - ssp- 3. 1. 27. deb char on- manager - ssp- 3. 1. 27. rpm
nedi a ssp- snapshot

sftp>
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Connecting with the Charon-SSP Manager

® General Information
® Starting the Charon Manager and Login to Charon Host
® Starting the Charon Manager
® Entering Charon Manager Login Information and Connecting to Charon Host

General Information

To use the management GUI for Charon-SSP and the emulated SPARC systems, you must connect to the Charon-SSP cloud instance with the Charon-
SSP Manager. The Charon-SSP Manager is the main interface to all important functions of the Charon-SSP software. Managing Charon-SSP via the
command-line is possible but outside the scope of this document (please refer to the user's guide of the conventional product for more information).

Prerequisites:

® Typically, Charon-SSP Manager is installed on a system on customer premises. This is the use-case described in this section. Other
configurations are possible. For example, the Charon Manager could be installed on the Charon host itself and be displayed on a remote system
using X11-Forwarding via an SSH connection.
® For access via the public IP address of the Charon host instance:
® The security configuration on your Charon host instance must at least allow SSH access. This allows the built-in SSH tunneling of
the Charon-SSP Manger to work. Should you not use SSH tunneling, you must open up additional ports. However, if the connection runs
over the Internet without a general VPN, Stromasys strongly recommends to use SSH tunneling to protect your Charon-SSP cloud
instance and any emulated systems running on it.
® You must have the public IP address of the Charon-SSP host instance in the cloud. To determine this address, refer to the instance
information displayed on the cloud management console.
® To use the Charon Manager integrated SSH tunnel, you need the private SSH key of the key-pair associated with your instance.
® For access via an SSH-based VPN or another VPN solution:
® Active SSH-based VPN (see SSH VPN - Connecting Charon Host and Guest to Customer Network in the Charon-SSP User's Guide) or
other active VPN solution

® Private IP address of the Charon-SSP host in the VPN

Information about the initial management password configuration:
Before connecting to the Charon-SSP host in the cloud with the Charon Manager for the first time after the initial installation you must set the
management password. This can either be done via the command line (see SSH Command-Line Access) or via the Charon Manager as described below.

Starting the Charon Manager and Login to Charon Host

Starting the Charon Manager

To start the Charon-SSP Manager on Linux and to open the Charon Manager login window, use the following command:

$ /opt/charon-manager/ ssp- manager/ ssp- manager

To start the Charon-SSP Manager on Microsoft Windows, click on the Desktop icon or use the entry in the Start menu.

The steps above will open the Charon Manager login window which has two tabs.
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Entering Charon Manager Login Information and Connecting to Charon Host

Step 1: the Charon Manager Login tab

If the management password has not yet been set, perform the

Charon Manager [SSP] 4.2.5 x following steps:
® Enter the public IP address or the private VPN IP address of
Login | SSH your Charon-SSP host instance in the IP address field.
Leave the Password field empty.
Please enter IP address and password to login Agent ® Enable the SSH tunnel configuration (select ON) unless
to manage Charon emulator. connected to localhost.

® Change to the SSH tab to fill in the required information there.

IP address: ‘ | o If the management password has already been set, perform the
following steps:

Password: ® Enter the public IP address or the private VPN IP address of
your Charon-SSP instance in the IP address field.

Enter the Charon-SSP management password.

55H tunnel: | OFF = ® Enable the SSH tunnel configuration for communication across a
public network unless you use a secure VPN connection.

® |f the SSH tunnel is enabled, change to the SSH tab to fill in the
Connect Cancel required information there.

Step 2: the Charon Manager SSH tab

If you use the integrated SSH tunnel, perform the following steps:

Charon Manager [SSP] 4.2.5 X

® Enter the Charon-SSP user in the Username field. For
prepackaged images, use charon or sshuser; for RPM

Login | SSH installations use the user for whom the correct public key has

been installed.

® Enter the path to the private key file (click on the three dots next
Username: ‘ I & to the Private key field to open a file browser). You typically
associated your cloud instance with this key-pair during
instance creation.

Private key: ! ® Enter the passphrase for the private key if required.
® Adjust the server port (default 22) if required.

Passphrase: i Please note: the public key of the key-pair must be in the . ssh

/ aut hori zed_keys file of the user entered above (sshuser and
charon for prepackaged images).

Server port: | 22 b

Connect Cancel
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Step 3: connecting to the Charon host system

After entering all the required information, click on Connect to connect to the Charon-SSP instance. If the management password still needs to be set,
you will receive a prompt to enter the new password:

® Enter the desired password in the New password field and
confirm it in the Confirm password field.

® Then click on OK.

The login process continues.
Set Password ane

Please reset the default password.

New password: |

Confirm password:

Cancel

After a connection has been successfully created, the Charon Manager welcome screen opens. Example of the Charon Manager welcome page:

Charen Manager [S5P] -» 127.0.0.1 [redhat] b

Welcome to Charon Manager

&= Create a New Virtual Machine (VM)

E-.O Create a new virtual machine, which will then be added to the left list.

@ Import a Virtual Machine (VM)

Impart an existing virtwal machine, which will then be added to the left list.

% About
» Wiew warsion information of Charoin.

Please note: the title bar of this screen indicates the managed system type in square brackets (conventional Red Hat installation in the example).
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This section describes some additional AWS configuration options that can be used with the Charon-SSP AWS instance.

Creating and Attaching an AWS |IAM Role
Storage Management

Network Management

Charon-SSP Cloud Networking
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Creating and Attaching an AWS IAM Role

The Charon-SSP VE License Server on AWS requires that an IAM role that allows at least the ListUsers action is attached to the instance. This section
provides an overview of how to create such a role if required. Please refer to the AWS documentation for details.

The basic steps to create and attach a new IAM role definition are the following:

1. Go to the IAM service section.

2. Define a policy with the required permission if it does not already exist.

3. Define a role including the policy with the required permissions.

4. Attach the new |IAM role to your instance during instance creation or to an existing instance.

These steps are described in more detail below.

Step 1: Go to the IAM service section:

Open the services overview and search for IAM or open it from the Recently Visited list:

w Favorites All services

Recently visited

Customer Enablement

This will open the IAM dashboard.

Step 2: Define a policy with the required permissions (if it does not already exist):

Select Policies in the IAM dashboard:

ldentity and Accoss

Management (LAM) « 1AM dashboard
Sign-Im UIRL for LAM users in this accaunt
CRI hétps:\E0484 161187 signin. aws amazon.comiconsole ¢ |
= Access management 1AM resources
Geoups . = .
Usi 3

Security alerts

This will open a list of existing policies. If the required policy does not already exist, click on Create policy to create a new one as shown below:
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Identity and Access

Policy actions ~
Management (IAM)

‘ Create policy ’
e

Filter policies Q
Dashboard

» Access management Policy name - Type

Used as

The Create policy window opens.

® At the top of the page click on Choose a service and select IAM.
® Use the filter field to search for the list options.
® Select the ListUsers option.

Create pol

A policy defirses the AWS permissions thal you can assign 1o a user, group, or role. You can oreate and edit a policy in the visual editor and wsing JSON. Leam more
Visual editor JSON
Expard all | Collapse all

= LAM [1 action)

© :

Import managed policy

Clang  Remave

- fclions Specily the actions allowed in LAM

e

Listhconssinys
ListAConUntALREEE
Listhached GroupPolicies
ListArachedRolePolicies
LisshachedUserPolces

ListE rstins o Policy

ListinstanceProfiles ForRiole
LasthiFA D Acs
LstOpendDConmectProviders

ListPolicies

LisiPoliciesGrantngienvicaiconss

LstPolicy\amsions

Switch 1o derry permission

ListServerCertificates
ListSardcoSpacitcCrodantals
ListSigningCertificabes
ListSSHPublicKeys

]

o Listlsars

i

At the bottom of the page click on Review policy.

The review page opens:

Create PONCY
Review policy
Hame® | MylistPolicy
Description
Smmary
Q
Service - Az lovel
Allow (1 of 241 services) Show remaining 240
1AM Limited: List

Rusgufes

All resources

RSN RS-

Nors

Add a name for the policy and click on Create policy at the bottom of the page.
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Step 3: Define a role including the policy with the required permissions:

Select Roles on the sidebar of the IAM service section (for example on the IAM dashboard):

ldentity and Access

Management {LAM) 4 |AM dashboard
Shgn-im URL for LAM users in this account
Dashboard hitps:0E0484 161187, signin.aws.amazon.com/conscle 1] | Customize
+ AcCooss management &M resources
Groups Users; 22 Roles: 18
Users Groups: 3 ldent i
Custormer managed pobcies: &
Policies :
Security alerts

This will open a list of existing roles. To create a new role, click on Create role.

5 AR d e

Identity and Access

Management (IAM) 4 » |AM Roles Documentation

» Tutorial: Setting Up Cross Account Access
» Common Scenarios for Roles
Dashboard

« Accessm anagement

Groups ‘ Create role ’Delcmmlc:

Users
Roles Q
Paolicies
Role name
The Create role window opens. Select
® the AWS service, and
® the EC2 use case.
Create role o 2
Select type of trusted entity
g
——— ]
; Web identit "
ey AWS service Another AWS account i SAML 2.0 federation
(e - Da @ & (o
=]
Allows AVWS senvices to perform aclions on your behall. Learn mone

Choose a use case

Cao

EC2
Allows EC2 inslances 1o call AWS Services on your behall

Lambda
Allows: Lambda funclions o call AWS senaces on your bahall

Then click on Next: Permissions at the bottom of the window.
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The permissions window opens and allows you to select the appropriate policy. Use the filter field to find your policy and select it.

Create role 1 o s (4

= Attach permissions policies

Choose one or mone palicies to attach 1o your new role

Create policy =

Filter policies - Q My Showing 1 result
Policy name - Used as

LA MylAMListUsars Parmissions policy (1)

Click on Next: Tags and optionally add tags to your rule. Then click on Next: Review to open the review window. Assign a name to your new role as
shown in the sample below:

. @

Provide the required information below and review this role before you creale il

Create ro

Review

Role name*  MylAMLisIRule

Role description  Allows EC2 instances 1o call AWS sendces on your behalf

Trusted entities AWS senvice: ecl.amazonaws.com

Policies MylAMLisiUsers G

Parmissions boundary [Permissions boundary is not st

No lags were added.

Then click on Create role at the bottom of the window to complete the creation of your role.

The sample below shows the JSON code created for the rule:

{
"Version": "2012-10-17",
"Statenment": [
{
"Sid": "Visual Editor0",
"Effect": "Alow',
"Action": "iamlListUsers",
"Resource": "*"
}
]
}
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Step 4: Attach the new IAM role to your instance during instance creation or to an existing instance.

To attach the role to an instance during instance creation, use the IAM role option in the Configure Instance Details window, as shown in the sample
below.

Step 3: Configure Instance Details
Capacity Reseraadion () O o c

e

M rele [ i_:-_\_ _—3:)’: ; A

Alternatively, the role can be set/changed by selecting the instance, right-clicking on it, and selecting Security > Modify IAM Role (in the older AWS
console, use the Action menu). Please note that if the instance is stopped, you have to detach an existing role before you can add a new one. On a
running instance, you can replace the existing role without removing it first. If you replace an existing IAM role, ensure that this will not impact other
functionality of your instance.
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Storage Management

To add additional disk storage to your Charon-SSP AWS instance (for example, for storing virtual disk containers), perform the steps described below.

Contents

®  AWS Storage Environment
B Creating a New Volume
B Attaching an Existing Volume to an Instance
B Detaching a Volume from an Instance
B Steps on the Charon-SSP Host System
B Mounting a Newly Attached Volume Using the Storage Manager (AL Images only)
®  Mounting a Newly Attached Volume Manually
®  Unmounting a Volume

AWS Storage Environment

In the AWS environment, you can, for example,

® create a new storage volume,
® attach an existing storage volume to your instance,
® detach a storage volume from your instance.

These steps are shown below.

For more details, please refer to the AWS documentation.
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Creating a New Volume

Step Details
Open the WD) Mew EC2 Experienoe w
Volumes ity D
configuration £€2 Dashboard Resources clle
from the EC2 _—
dashboard ’ Fou sre uiing the Tollowing Amazon DC2 reisercet in the LIS Tait (M Virginia) Reglon
Tag
i Running instances 4 Elaatic iPs 5
S Dccated Hosts o S napahols 36
Instances AL 3 Loadb o
Instance Types
Kiry paiks & | Seour Uy et
Lk Templatei
Spol Regueesty Placerment gioups =]
Dedicated Hosts Launch instance Service health
Sehadul [ Service Health Dashbosrd [
Capacity To et started, launch an Amazon EC2 instance, which is 2 virbual
sereer in the dioud
[T pLFYITES
¥ Images
_ Laumch AR LS East (M. Virginia) () This service H operating
A rrermally
¥ Blatic Block Store
Zone status
et Scheduled events o
L i Tane Saiu
fecyele Mansger
This will open the volume overview screen.
Create a new Click on the Create Volume button on top of the volume overview screen.
volume
Services w Resource Groups *
achbas - -
EC2 Dashboard @tmns v
Evenis
Tags d Q Filter by tags and attributes or search by keyword
Reparts
Nama = VolumelD ~ Size =  Volume Type = I0OPS = Snapshot
Limals
vol-009c0Sh... 20 GIB gp2 10 snap-0i30cSel ..

This will open the volume creation window.
Select

Volume type

Volume size

Availability zone (Please note: must be the same as the Charon-SSP AWS instance!)
Optionally, encrypt the device and/or add a name tag.

Then click on Create Volume.
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viskorne Type ) Gersral Pupoie S500@3) + @

C:”T_ED o

[ )

J.n'.m-lrr:«p -] -

Thrusghyat (MAN] Yol ag 1]
Snapiaod i - 0

Bretrypoion [ Enceypries voleme

Add Tag

You will receive a confirmation window. Close it to return to the volume overview screen where you should now see the new
volume.

© Stromasys 1999-2021 41/70



Charon-SSP 4.2 for AWS Cloud | Getting Started Guide Version 6 | 04 March 2021

Attaching an Existing Volume to an Instance

Once a volume has been created, you can attach it to your instance.

Step

Attach the
volume to your
instance

Verify success
in the instance
description

© Stromasys 1999-2021

Details

In the volumes overview screen, check that your volume has the state available. Right-click on it and select Attach Volume.

This will open a small input screen.

Attach Volume

Volume [ vol-02413ebSbotS967 2h (we-lest1-Slorage) in us-east: ]

|

Device [

048 2cch3itafseden in ws-easl-1c

e5: idewisd through idewisdp

deals) i idevzdl theough fdevsdp.

Hote: Mewer Lime kemels may rename your devices to fdewhoed! through fdesibondp imtemnally, even when the device nasme entered here (and shown in the

Select the instance to which the volume is to be attached. Optionally, you can change the device name that will be presented to

the Charon-SSP AWS instance.

Click on Attach to confirm the configuration and to attach the volume to the instance.

The status of the volume in the volume overview screen will change from available to in-use.

Go to the instance overview list and select your instance. In the storage tab at the bottom, you will see that the instance now has

two block devices.

Instances (1/7) e

Instance type ¥

L]
APT Tilners r filters |
Affinaty
elD Instance state ¥
Architecting
] WP TSt -O0505aTd6aT35c04 20 @ Running t2 madium

Tl Actions ¥

Status check Alarm Status Ava

(& 2/2 checks .. Mo alarms == .

Instance: i-0505a7d69735c042¢ (we-vp-test)

Detaily Security Matwarking Sterage

¥ Root device details

Roat device name Root device type

Status Checks Manitering

Jdevfedat EBS
Block devices (2]
Q,
Valumae 1D Davics name Velumae size [(Gil) Attachmant status
wol-DdSbaT42b 2Ed0d Gdb Sdewfedal a8 [a.-‘\.l.!.lt.hucl
wol=01420af414cbdaddn S fodf 100 @;\t!.lchud

EBS optimizaticn

disabded
Attachmant timae Encrypted
Fri Jan 17 2020 1:34:11 G... Mo
Thu Jun 04 2020 18:45:47 ... Mo
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Detaching a Volume from an Instance

If the volume is the root device of the instance, you must stop the instance before detaching the volume.

If the volume is not the root device of the instance, unmount the volume in the Charon host system before detaching it (see Steps on the Charon-SSP
Host System below).

Then detach the volume from your instance:

® Go to the Elastic Block Store volumes list.
® Select the volume to be detached.
® Use the menu Actions > Detach volume.
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Steps on the Charon-SSP Host System

Mounting a Newly Attached Volume Using the Storage Manager (AL Images only)

After the volume has been attached to the instance, it must be included in the Charon-SSP host system configuration. On a Charon-SSP AL instance, this
is achieved via the Charon-SSP Manager.

1. Open the Charon-SSP Manager on your local system and connect to your Charon cloud instance.
2. Select Tools > AWS Cloud > Storage Manager.
3. Inthe Storage Manager window, perform the following steps:

a.
b.
c.

d.

Select the new device.
Click on the cog-wheel symbol.

Only if required, select Format Volume to create a filesystem on the new device.
Please note: This will delete all data on the volume.

Click on the cog-wheel symbol and select Mount the Filesystem.

This will mount the new volume under / char on/ st or age/ nedi a/ <UUl D>/ . The following image shows a sample:

Storage Manager -> 192.168.0.10 *

~ 3 aws (21568) Q R &

=4 Pantition 1 (21.5 GB)
E aws (107.468)

Device: fdeviuvdf
Size: 107.4 GB (41.1 GB free)
Serial Number: —
Partitioning: —
File System: xfs
Mounted: /charon/storage/mediafaSfdb3el-bodb-de...
LVM: —

File Manager | Close

Please note: The device on the host system is called / dev/ xvdf (XEN virtual block device). This is equivalent to an / dev/ sdf volume shown in AWS.

Once the filesystem has been mounted, the space is available to the Charon-SSP host system. After the first mount via the Storage Manager, the
filesystem will be automatically mounted after a restart of the Charon host instance.
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Mounting a Newly Attached Volume Manually

This is an example of how to mount (and if necessary partition) an additional disk on a Charon host system. Please refer to the Linux manual pages for
details.

The general tasks on the Charon host system require to identify the disk, add a file system to it (if this has not been done before), and mount the disk on
a suitable mount-point.

Step 1: Identify new disk

After logging in on the system, you can identify the new disk using the Isblk command:

# 1sblk

NAVE MAJ: M N RM  SIZE RO TYPE MOUNTPO NT
sda 8:0 0 20G 0 disk

sdal 8:1 0 200M O part /boot/efi
sda2 8:2 0 19,8G 0 part /

sdb 8:16 0 200G O disk

In the example above, the new disk is /dev/sdb. The output shows no mount-point, i.e., the disk is not mounted yet. It also does not have any partitions.
Please note:

® A disk without partitions can also have a filesystem and data on it. Hence be sure that the disk really does not have any important data on it

before you partition it.

If a system has many disks, it is helpful to run the Isblk command before the new disk is added. This makes it easy to identify the new disk in the
output after it has been added.

Step 2: Partition disk (fdisk or parted) - only if required

Please note: This step is only meant for new disks or to re-partition an existing disk. It will destroy all data on an existing disk.

Please refer to the manual pages ($ man parted and $ nman fdi sk) of your Linux distribution for details on the disk-partitioning commands. If the
whole disk is used for one filesystem, it is not strictly required to create a partition. The decision of which disk layout is required depends on the customer
requirements is the responsibility of the user.

After creating one partition on disk with fdisk (# fdisk /dev/sdb), the Isblk output shows the new partition:

# | sblk

NAME  MAJ: M N RM  SIZE RO TYPE MOUNTPO NT
sda 8:0 0 30G 0 disk

sdal 8:1 0 500M O part /boot

sda2 8:2 0 29,5G O part /

sdb 8:32 0 64G 0 disk
sdbl 8:33 0 64G 0 part

Step3: Create a filesystem on the new partition(s)

Use the mkfs command to create a new filesystem. The selection of a filesystem depends on customer requirements. For example, to create an XFS
filesystem, use

# nkfs.xfs /dev/sdbl

Please refer to the documentation of your Linux distribution for details about the mkfs command.
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Step 4: Create a mount-point and mount the new filesystem

The following example shows how to create a mount-point and mount the file system. Please note that this is just a basic example. As the /dev/sdX
device names are not guaranteed to be persistent, it is better to use names from the /dev/disk/by-* hierarchy (for example by-uuid) for permanent use.

# nkdir /space
# mount /dev/sdbl /space

The df command shows the mounted filesystem:

# df

Fi |l esystem 1K- bl ocks Used Avail abl e Use% Mount ed on
devt npfs 4065684 0 4065684 0%/ dev

tpfs 4077556 16 4077540 1%/ dev/shm
tmpfs 4077556 9224 4068332 1% /run

tnpfs 4077556 0 4077556 0% / sys/ fs/cgroup
/ dev/ sda2 30929148 1677416 29251732 6%/

/ dev/ sdal 508580 65512 443068 13% / boot

tnpfs 815512 0 815512 0% / run/user/ 1000
/ dev/ sdbl 65923628 53272 62498580 1%/ space

Step 5: Mount the disk automatically at system boot

To mount the disk automatically when the system boots, you must add it to the file /etc/fstab.

Please note: The device naming /dev/sdXN (e.g., /dev/sdb1) is not guaranteed to be persistent across reboots. Hence, it is advisable to use a persistent
name from the /dev/disk/by* hierarchy (for example, the UUID).

You can use the Is or the blkid command to identify the UUID. Examples:

$ I's -1 /dev/disk/by-uuid/

total O

I rwxrwxrwx. 1 root root 10 2020-08-14 21:14 0c523909-f b78-48cb-9dc8-e7a08197a673 -> ../../dm4
I rwxrwxrwx. 1 root root 10 2020-08-14 21:14 31f a8e8c- abc0- 45f 7- 9892- dal3ba8lelOe5 -> ../../sdbl

$ blkid | grep sdbl
/ dev/ sdbl: UU D="31f a8e8c- a6c0- 45f 7- 9892- dal3ba8le0e5" BLOCK S| ZE="4096" TYPE="xfs" PARTUU D="db62deaa- f 25f - 43d4- b958-
700c1c13d844"

To add the device to /etc/fstab perform the following steps:

1. As the root user, open the file /etc/fstab with a text editor.

2. Add the mount command to the file. Please note: The following is for illustration only. The exact options depend on your requirements.
Sample fstab entry:
UUI D=31f a8e8c- a6c0- 45f 7- 9892- dal3ba8lele5 /space xfs defaults 1 2

3. Save the file.
4. Test if the automatic mount works correctly.

Unmounting a Volume

To unmount a volume before perform the following steps:

® Stop all Charon instances that might use the volume that is about to be unmounted.
® On host systems based on AL images:
® |n Charon Manager go to Tools > AWS Cloud > Storage Manager.
® Select the volume.
® Click on the cogwheel symbol and select Unmount the Filesystem.
® On other systems:
® Use the command # unmount <devi ce- pat h>or# unpunt <nount - poi nt >
® To make this permanent, remove the corresponding entry in /etc/fstab.
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Network Management

To add an additional network interface to an instance or to remove an interface from your instance perform the steps described below.

Please note: The steps below only provide a basic overview. The exact tasks required will vary depending on your network design. Please refer to the
AWS documentation for details.

Creating a New Network Interface

Attaching the Interface to your Instance

Assigning an Elastic IP Address to the Network Interface
Detaching a Network Interface from an Instance

Interface Naming on Linux Hosts with Enhanced Networking

Address Assignment Information

When an instance is created, a default Ethernet interface is attached to the system. This is the primary network interface. You can create additional
network interfaces and attach them to an instance.

Please note: If an instance has only one Ethernet interface, a public IP address can be assigned to the interface automatically. However, this
automatically assigned address will be removed by AWS if a second interface is added to the instance and the instance is stopped and restarted. Be
careful not to lose connectivity to your instance when changing the network configuration. Refer to the section about Elastic IP Addresses for additional
information.
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Creating a New Network Interface

The following steps are required to create a new network interface that can later be added to an instance:

Step

Locate the
Network
Interfaces
option on the
EC2
dashboard
and click on
it.
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Clicking on Network Interfaces opens the list of existing network interfaces.
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Step Details
Create a Click on Create Network Interface at the top of the interface list.
new
interface.
EC2 Dashboard - Actions
Events
Tags | keyw
Repons
Name = Metwork interf: «  Subnet ID = VPCID = Zone ul
Limits
Instances
Launch Templates
This opens the interface creation window.
M r fac : 1 o
Dencripion  wep-lirids 0
Subaet®  fulnes-ofdlekia - 0
1P Private 10 ¥ Acassgn gy
Ea
Elastic Fabric Adapher 1]
Security groepa®  Sg-0IEIAbSSISE0RAIN 1]
&
O} | smarch e Liolall
Daoep 1D = Cuooprame = Dwscription
[ Y. - N T W bl S W bl Uy GO SAN-Dy
* Required Gancel m

On this screen,

enter a description,
select the subnet the interface should be on (select the subnet to which your instance is to be connected),
allow AWS to automatically assign a private IP address or set a custom one from the subnet IP range, and

associate the interface with a security group (often the same as for the instance).

Click on Create when you are done. The new interface will appear in the overview list. There you can assign a name to the
interface. Check that the interface is in state available.
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Attaching the Interface to your Instance

After creating a network interface, you have to assign it to the instance where it will be used.

Important information:

® Stopping and restarting the instance after adding a second network interface will release any automatically assigned public IP address. If several
interfaces are required where one or more are configured with a public address, use Elastic IP addresses.

® Additionally, adding a second network interface with an IP configuration to a non-Amazon Linux EC2 instance causes traffic flow issues. This
occurs in cases of asymmetric routing where traffic to the instance arrives at one network interface and leaves the instance through the other
network interface. This is blocked by AWS because of a mismatch between MAC address and IP address. Refer to the AWS documentation and
the Charon-SSP Cloud Networking chapter (section asymmetric routing considerations) for more information. Failure to use the proper steps,
may make your instance unreachable!

® |f your instance supports enhanced networking there may be naming inconsistencies when adding additional interfaces to a running instance.
Please refer to the interface naming section below and the AWS documentation.

® The NetworkManager is disabled on Charon-SSP AWS marketplace images. Therefore, ifcfg-files in /etc/sysconfig/network-scripts are
required to define the IP configuration of an interface.

Basic steps:

Step

Locate
your
network
interface in
the
interface
list and
right-click
on it.

Select your
instance
and
confirm
entry.

Verify that
your
instance
has a
second
interface.

Details

The right-click opens the context menu.
Select Attach.

This will open the window to enter the
necessary instance information.

Select your instance from the drop-down list
and click on Attach.

The state of your interface will change from
available to in-use.

B we-test-nic

MNetwork Interface: en

Details Flow Lo

Network]

Se

Attach Network Interface b4

Metwork Interface: en-OddiSdoci3Bd3aT4s

i-0482cch3lfafSadea - we-testl (running) T
Cmm@

Select your instance in the instance list. The networking tab in instance details should now display two network interfaces:
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You can also attach/detach existing interfaces from the instance overview screen. Select your instance and then Actions > Networking > Attach or
Detach network interface.

Assigning an Elastic IP Address to the Network Interface

Please note:

® The public IP address assigned to your instance by default when it starts, is not persistent. You will receive a new address when the instance is

stopped and started again. Also this address will be removed after adding a second interface to the instance and restarting the instance.

® An Elastic IP address is a persistent, public IPv4 address to be used for one of your network interfaces or instances. You can associate an
Elastic IP address with any instance or network interface in your account.

® The advantage of associating the Elastic IP address with the network interface instead of directly with the instance is that you can move the
network interface with its attributes easily from one instance to another.

® The initial automatically assigned public IP address will be removed as soon as you restart the instance after adding a network interface with an
Elastic IP address to your instance. Do not restart your instance before you are sure you can reach it via the Elastic IP address. The
automatically assigned public IP address will also be disabled if you assign an Elastic IP address to the primary Ethernet interface of the instance.

© Stromasys 1999-2021 51/70



Charon-SSP 4.2 for AWS Cloud | Getting Started Guide Version 6 | 04 March 2021

The table below describes the steps required to add an Elastic IP address to a network interface.

Step

Locate the
Elastic IPs
option on the
EC2
dashboard
and click onit.

Allocate a
new Elastic IP
address.
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This will list the already created Elastic IP addresses.

In the overview list, click on Allocate Elastic IP address if you need to allocate a new address. It is also possible to assign an

existing address to an interface. However, each address can only be used for one instance.
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Elastic IP addresies |5 o}

This will open the address allocation window.

In the address allocation window, select the Amazon pool (or your own pool of public addresses), and click on Allocate.

ECZ Elastic IF addresses Allocate Elastic IP address

Allocate Elastic IP address

Allocate an Elastic IP address by selecting the public IPv4 address pool from which the public IP address |5 to be allocated.
Elastic IP addresses incur charges If they are not assoclated with a running instance or a network Interface that is attached to
a running Instance. Learn more[

Elastic IP address settings

Fublic IPv4 address pool
Pullic !
poal th

© amazon's pool of IPv4 addresses
Learn more[F

Learn more[F

cancel
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The new address will be shown in the list.

Associate the = Select the address. Then select Actions > Associate Elastic IP address. A window to enter the required options opens.
address with
the network

interface. EE2 » [Elastic IP addresses »  Assoclate Elastic IP address

Associate Elastic IP address

Chooss the Instance or netwark Interface te asscciate to this Elastic IP address [3.86.128.60)

Elastic IP address: . x00 0006

REsoure Dy

Choone the type of rewcaece with witich fo asicciate the Elantic |IP ad3dmmn
Instance
O reteork interface

,& IF you associate sn ELxtic 1P addredss to an instance that alresdy has an Elastic IP addneds associated, this
prviously associated Elastic IP address will be disassodated but still allocated to youwr account. Learn more[A
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In the window,

select to associate the IP address with a network interface,
select your network interface from the drop-down menu,
connect the public address to the private address of the interface, and

[ ]
[ ]
[ ]
® click on Associate to complete the step.

Detaching a Network Interface from an Instance

You can detach a network interface from your instance in two ways:

1. Select your instance in the instance list and use the menu Actions > Networking > Detach Network Interface. Or,
2. Select your network interface in the network interface list and use the menu Actions > Detach.

Take care that this step will not make your instance unreachable.

Please note: the primary network interface cannot be detached.
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Interface Naming on Linux Hosts with Enhanced Networking

On instances without support for enhanced networking the Linux interface names are usually eth0, eth1, etc.
However, on instances with support for enhanced networking, there may be a naming inconsistency after adding a second interface to the instance:

® The first (primary) interface is called ensX (where X is an integer denoting the interface number; example: ens5).

® \When a second interface is added to a running instance, it may initially be called ethO.
However, the command et ht ool -i et hO shows that the enhanced network driver (ena) will be used for this interface. This interface will
change its name to ensY (where Y is X+1) after restarting the instance. This means that any configuration file created for this interface must use
the final name of the interface instead of eth0. Otherwise, the instance may become unreachable after a restart because there is no valid
interface configuration (NetworkManager is not enabled on Charon-SSP AWS, so a configuration file must exist to configure the interface
properly).
Please note: this numbering sequence may change in the future. It is based on the PCI slot on which the Ethernet controller is presented and
which is incremented by one for each additional Ethernet interface added. On the Charon host system, the slot can be verified with the following
command:
# Ispci -vv | grep -A20 Ethernet

To avoid confusion before the instance can be restarted, the new interface can be renamed to its final name using the command
iplink set eth0O nane ensY & ip link set ensY up
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Address Assignment Information

Each VPC is assigned a block of private IP addresses. This block can be split by the user to form several IP subnets. Routing between such subnets is
automatically enabled.

When an E2C instance is launched into the default VPC and a public subnet, the default behavior is as follows:

® |f the instance has only one network interface, it is automatically assigned a private IP address from the address range assigned to the public
subnet and a public IP address. This network interface is the primary network interface. It is called ethO on the AWS level (please refer to the
interface naming section to learn about the interface names presented to the operating system).

® |f the instance has more than one network interface, it is automatically assigned a private IP address for each of the network interfaces - but no
public IP address.

The default behavior can be modified, for example:

® Manually assigning a private IP address from the subnet range.
® Enabling or disabling the automatic assignment of a private IP address to deviate from the subnet setting.
® Manually assigning a public IP address from the AWS range or the customer range.

Please note: Public IP addresses are not directly visible to the instance. The instance operating system always works with the private address. For
external connections, the private address is mapped to the public IP address via NAT.

Reserved addresses (important, if manual address assignment is used):

The following address range is reserved to allow AWS to query meta-data about instance configuration: 169.254.0.0/16. This range is automatically
configured on every network interface.

The following addresses are reserved in each subnet and cannot be used for E2C instances (shown in the example below for network 10.1.1.0/24):

® 10.1.1.0: the network address
® 10.1.1.1: reserved by AWS for the VPC router

® 10.1.1.2: reserved by AWS in any subnet; the second host address in the base VPC network range is the DNS server for the VPC.
® 10.1.1.3: reserved by AWS for future use

® 10.1.1.255: network broadcast address; AWS networks do not use broadcasts.

Please note: An automatically assigned public IP address is released (and not re-assigned) by AWS for example if

® asecond interface is added to the instance and the instance is then stopped and restarted,
® an Elastic IP is associated with the instance,
® an Elastic IP address is associated with the primary interface of the instance.

See https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-instance-addressing.html for details.

Please note: An automatically assigned public IP address is not persistent. Every time an instance starts, it is assigned a new public IP address. If
persistent public addresses are needed, use Elastic IP addresses.
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Charon-SSP Cloud Networking

Contents

® General Information
® Host to Guest Communication Considerations
External Communication Considerations
Guest to Guest Layer 2 Communication Considerations
Asymmetric Routing Considerations

Cloud Instance and IP Forwarding
® Further Information

General Information

This section provides some basic information about networking questions that are likely to affect Charon-SSP when running in the cloud.
Please note:

® NetworkManager is disabled on Charon-SSP cloud-specific marketplace images (CentOS 7). Therefore, the interface configuration relies on ifcfg
-files in /etc/sysconfig/network-scripts. For conventional RPM installations the basic network configuration environment used depends on the
Linux image chosen to launch the instance. It is recommended to create the ifcfg-files for additional interfaces manually before using the Charon
Manager to manage these interfaces.

® |f the Charon host instance runs RHEL/CentOS 8.x, the network interfaces must be managed by the NetworkManager. The configuration can be
set up via configuration files or nmcli commands. The Charon Manager ignores any interface that is not under NetworkManager control
(unmanaged interfaces in the output of nntli devi ce).

® |f the information in this chapter is not sufficient, please refer to the other Charon-SSP documentation provided by Stromasys and the
documentation provided by your cloud provider for up-to-date and comprehensive information.

Host to Guest Communication Considerations

There are several ways a communication between the host operating system and the guest Solaris system can be implemented. For example:

1. Internal virtual bridge on the host system:
Such a bridge has several TAP interfaces. The host and the guest systems are connected to this bridge and can communicate directly to one
another using L3 and L2 protocols. The bridge uses its own IP subnet that can be defined by the user. Setting up such a configuration is
supported by the Charon-SSP Manager (leave the default gateway field empty for the bridge interface). Several hosts configured with guest
systems and such an internal bridge can communicate across the cloud-internal LAN and the host systems can route the private IP subnets of
the bridges between themselves. L2 protocols are no longer possible if the routing across the cloud LAN is used.

2. Communication via the cloud-internal subnet LAN:
In this case, a second interface is added to the Charon host system. The second interface is then assigned to the emulated guest system. After
the correct configuration, the host and guest can communicate across the cloud-internal LAN using IP. L2 protocols or any protocols that require
changing the MAC address to something different than the MAC address assigned to the second interface by the cloud provider will not work.
To connect the guest system to the LAN, the following basic configuration steps must be performed:

® Add the additional interface to the Charon host system.
® Create a configuration file for the additional interface.

® Remove the private IP address assigned to the second interface by the cloud provider from the Linux configuration (if it has been
configured).

Use the Charon Manager to assign the interface to the emulated SPARC system.

Use the Charon Manager to set the MAC address of the emulated SPARC system to the same value as the one used on the host
system Ethernet interface.

® On the Solaris system, configure the private IP address that was previously assigned to the second interface on Linux and configure the
appropriate default route for the LAN.

Please note:
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® The section Dedicated NIC for Guest System provides some hints on how to configure the second interface in the different situations. Please
refer to your cloud-provider's documentation for up-to-date comprehensive information.

® |f Layer 2 communication between guests on different Charon hosts is required, a bridged tunnel solution must be set up between the two
Charon host systems.

External Communication Considerations

In addition to allowing SSH access to the host system for management purposes, it may be necessary to enable Internet communication to the host and
guest system or connect host and guest to the customer's network.

Please note: Charon hosts based on Charon-SSP AL (Automatic Licensing) marketplace images always need either direct Internet access or Internet
access via NAT from a NAT gateway in the same cloud as the Charon host to access the license server.

Recommended way to connect the Charon host and Solaris guest systems to the customer network:

To ensure data traffic between the Charon host and guest systems and the customer network is encrypted, it is strongly recommended to use a VPN
connection. An example of a simple VPN connection based on an SSH tunnel is described in SSH VPN - Connecting Charon Host and Guest to
Customer Network. This connection is based on a bridge between Charon host and guest system and (via an encrypted SSH tunnel) the remote end-
point in the customer network. The connection supports L3 and L2 protocols.

Cloud providers usually also provides a VPN gateway instance that can be added to the customer cloud network to connect the cloud network to the
customer network (for a charge).

Recommended way to connect the Solaris guest system to the Internet:

The Internet connection can be implemented across the VPN to the customer network. In this case, the customer can allow the guest Solaris system to
access the Internet exactly following the security policies defined by the customer.

Access to the Internet from subnets or a Solaris guest system with only private IP addresses:
Access to the Internet for subnets with only private IP addresses is possible across a gateway instance providing VPN access to the customer network
and allowing (NATted) Internet access via this path. Alternatively, a NAT gateway in the cloud can be used to map the private addresses to public

addresses. The NAT gateway can be implemented on a Charon host system or it can be often be provided by the cloud provider for a charge.

Please note: a Charon-SSP AL host system always needs either direct Internet access or Internet access via NAT from a NAT gateway in the same
cloud as the Charon host to access the public license server.

Direct Solaris guest access to the Internet:
This not a recommended standard solution for security reasons. However, should it be required, two interfaces with public IP addresses can be assigned
to the Charon host.

One of these interfaces is then dedicated to the guest system which uses the private interface address and the MAC address assigned to the Charon
host by the cloud provider (see also Dedicated NIC for Guest System).
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Guest to Guest Layer 2 Communication Considerations

Should L2 protocols be required between two guest systems on different host systems, a bridge/tunnel solution similar to the one described in SSH VPN -
Connecting Charon Host and Guest to Customer Network must be set up between the two host systems to allow the L2 traffic to pass.

Asymmetric Routing Considerations

This section applies to the case where several interfaces are configured on an instance and they all have IP addresses configured on the Linux level.

When you add a secondary NIC to a Linux instance, a new interface (that is, an Ethernet device) is added to the instance and automatically recognized
by the OS. Depending on the cloud-provider, DHCP may not be active for the secondary VNIC, and you must configure the interface with a static IP
address and add any routes that are relevant for the new interface.

Connectivity problems caused by asymmetric routing arise if traffic arrives through one interface and, when the service replies, the reply packets (with the
incoming interface's IP address as the source address) go out the other interface. Policy-based routing is required to ensure that packets are sent out via
the interface configured with the same IP address that is used as the source IP address in the packet, and to find the correct default gateway (if needed).

Please note:

® The steps below assume a RHEL or CentOS 7 system (as provided by the Charon-SSP marketplace images) where interfaces are managed
outside the control of the NetworkManager. A RHEL or CentOS 8 system must use the NetworkManager to manage network interfaces. Please
refer to your Linux documentation for details.

® The actual steps may vary slightly depending on the specific cloud environment. Please always refer to your cloud provider's documentation.

When adding a second IP interface on the Charon-SSP host, the routing problems described above can occur. To solve them, perform the following basic
steps:

1. Create a configuration file (/etc/sysconfig/network-scripts/ifcfg-<interface-name>) for the second interface (if there is no configuration file for
the primary interface, create it as well).

2. Set the correct interface for default route in /etc/sysconfig/network (example: GATEWAYDEV=eth0).
3. Restart the network.

4. Create an additional routing table (use the command: ip route add <path> dev <interface-name> table <table-id>). There must be an entry for
every |IP address assigned to the second interface and any other route to be used via this interface. The parameter <table-id> is a numeric value
or the string default (for the main routing table).

. Set rules in the Routing Policy Database (use the command: ip rule add from <ip-address-of-second-interface> lookup <table-id>)
. If required, remove conflicting routes from the main routing table and add routing rules for the main routing table.

. Create a static route file (/etc/sysconfig/network-scripts/route-<interface-name>)

. Create a static rule file (/etc/sysconfig/network-scripts/rule-<interface-name>)

0 N OO O

Please refer to the Linux man pages for ip rule and ip route for more information.
Additional information: the home directory of the sshuser contains a script named active_sec_network.sh. This script is only an example that

illustrates how to create a systemd service to activate necessary routes and rules during system boot (instead of using steps 7 and 8 above). Do not use
this script without carefully adapting it to your requirements - failing to do so, may make your system unreachable.

Cloud Instance and IP Forwarding

If a Charon cloud instance is to forward IP packages between its interfaces (act as a router), in addition to configuring IP forwarding on Linux (/ sbhi n
/sysctl -w net.ipv4.ip_forward=1), an additional configuration step is required in the configuration of the cloud instance. This configuration has
different names in the different cloud environments.

® Source/Destination checking on AWS and OCI must be disabled for all relevant interfaces of the instance.
® |P forwarding on Azure must be enabled for all relevant interfaces of the instance.
® |P forwarding on GCP must be enabled for an instance when it is created.

Without this configuration, the cloud providers block packets that do not contain the IP address of the cloud instance interface in either the source or
destination field.

Further Information

The following sections show sample network configurations:

® SSH VPN tunnel to connect Charon host and guest to remote systems or customer networks
® Dedicated NIC for the Solaris guest system
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SSH VPN - Connecting Charon Host and Guest to Customer Network

Contents

®  Contents
" QOverview
B Prerequisites
B Setting up the VPN Tunnel
B Steps on the Charon-SSP Host System
B Creating a VPN Bridge
B Assigning the Guest Ethernet Interface
B Steps on the Remote Linux System
B Steps on the Solaris Guest System
B Routing to/from Solaris Guest
B Stopping the SSH Tunnel

Overview

If the connection between the Charon-SSP host system, including the configured Charon-SSP guest systems, and the rest of the customer’s network
runs over a public network as is the case for Charon-SSP instances hosted in a cloud, it is necessary to secure the traffic against unauthorized access.
The example in this section describes how to configure a bridged SSH-based VPN tunnel between the Charon-SSP host and a remote Linux system
across a public network. Topologies that are more complicated will require other, more sophisticated, solutions.

Please note:

® The customer is responsible for ensuring that any VPN solution meets the requirements of his or her company’s security guidelines. The
example in this chapter is only for illustrative purposes.

® The advantage of a bridged connection is that L2 protocols are also supported.
Once the sample configuration has been set up, it can be used for

® communication between host and guest system,
® communication between customer network and guest system.

The tunnel in this example has two endpoints:

® The remote Linux system: in this example, this system could be in the customer on-premises network and use the tunnel configuration to
connect across the Internet to a Charon-SSP host system in the cloud. If in conformance with the customer security policies, the configuration
could be expanded to make this Linux system the router between the customer network and the Charon-SSP host system (optionally including
guest systems) in the cloud.

® The Charon-SSP host system: in this example, the Charon host system could be in a public cloud and require a connection to other customer
devices across the Internet.

Prerequisites

The example shows how to use the Charon Manager on the Charon-SSP host and a set of commands on the remote Linux System to create an SSH
VPN tunnel. For this configuration to work, the following prerequisites must be met:

® The remote Linux system must have access to the public IP address and the SSH port of the Charon-SSH host instance in the cloud.
® The private key necessary to access the instance must be available on the remote Linux system. The key-pair required to access the cloud
instance is typically associated with the instance when it is created.
Please note: If the key-pair is not created automatically during the launch of the instance, you can create it using a command similar to the
following:
# ssh-keygen -t rsa -b 4096 -f ~/.ssh/<keyname> -q
The resulting key-pair can then be associated with instance during instance creation and used to create an encrypted SSH connection.

® The bridge-utils package must be installed on the Charon host, and the aufossh package must be installed on the remote Linux system.
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® The Charon host must allow SSH tunnels. This is preconfigured on Charon-SSP marketplace images. On conventional RPM installations, make
sure that PermitTunnel is set to yes in /etc/ssh/sshd_config. If the root user is to be used for the tunnel creation, a key-based login should be
set up for this user (PermitRootLogin set to without-password), Restart the SSH daemon after changes to the file (# systentt| restart
sshd).

Setting up the VPN Tunnel

The image below shows a sample setup. This section describes how to configure this sample setup.

Charon AWS Host
In Charon Manager
* LUse Network Settings to create VPN
bridge with private IP
(e.g., 192.168.0.10/24)
= Assign VPN tap to guest system.
Guest system
Assign private VPN address to Ethernet
Remote Linux Host interface (e.g., 192.168.0.33/24)
host interface - p
host interface | guest interface
Lol 192.168.0.10/24
t linterf i
unnel inte taﬂp? En crypted SSH tunnel ::mel interface
Private bridge —| Prvate Didge
Physical NIC — A \_\ Physical NIC |
Public IP: ,f( [iemst A Public IP:
XXX P = VYYY
.\- ,""
_\"—}h_ )~ vy

Steps on the Charon-SSP Host System
Creating a VPN Bridge

To configure the SSH VPN connection, you must setup a private VPN bridge (called a virtual network in the Charon context) using the Charon Manager.
Use the following steps to perform this task:

1. Open the Charon-SSP Manager and log in to the Charon-SSP host.
2. In the Charon Manager, open the Network Settings window by clicking on Tools > Network Settings. This will open the Network Settings window.

3. Click on Add and then on Virtual Network to open the virtual network configuration window. This will open the Add Virtual Network configuration
window as shown below.
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4. Enter the required information as shown below:

Perform the following steps to configure a VPN bridge,

Add Virtual Network
Set Create for SSH VPN to ON.
® Enter the Number of virtual adapters (TAP
interfaces) required. These interfaces will be assigned Create for SSH VPN: | ON —
to the emulated SPARC systems as Ethernet '
interfaces.
Configure the IP address for the bridge interface. Bindi ng interface: | OFF -
® Set the Netmask.
Please note: this interface and the interface on the remote STP for bridge: | OFf h
Linux system must be in the same IP subnet.
Click on OK to save your configuration. Virtual bri dge interface: -

Virtual bridge name:
MNumber of virtual adapters: | 1 5
IP settings: | Manua -

IP address: | 192.168.0.10

Netmask: | 255.255.255.0] ‘

Gateway:
DNS server 1:

DNS server 2:

QK Cancel

To learn more about the virtual network configuration options, refer to section Host System Network Configuration in the general Charon-SSP User's
Guide.
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Assigning the Guest Ethernet Interface

One of the TAP interfaces created in the step above, must be assigned to the Solaris guest system to add it to the LAN that will be tunneled across SSH
to the remote Linux system.

Perform the following steps:
1. Open the Charon-SSP Manager and log in to the Charon-SSP host.

2. In the Charon Manager, select the guest system and then the Ethernet configuration category on the left. Assign one of the created TAP interfaces to
the guest (see example below).

Virtual Machine Settings
! Device Summary ' Ethernet
Model SUM-4U Add-on adapter model: £ HME ~
CPU 1 _
DIT Client JIT Interface Model MAC Address
Memory 1GB tapO_vpn0  HME

Graphics Disabled

SCSI SCSI0, SCSIX6
TTYA 9000

TTYB Disabled

Audio Disabled
Ethernet tapO_vpn0

Click on OK to save the configuration change.

Please note: if the emulated instance is currently running, the guest must be shut down and the emulated instance must be restarted for the change to
become effective.
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Steps on the Remote Linux System

Please note: the steps on the Charon-SSP host must be performed first.

As the user root on the remote Linux system, perform the following steps to set up the VPN tunnel according to the overview image above (the ip
commands are not persistent across reboots; they should be put into a script once the configuration is working):

Action

Create TAP interface
Enable TAP interface
Create bridge

Enable bridge interface
Define IP address for bridge
Add TAP interface to bridge
Start the SSH tunnel
autossh is a program to start a
copy of ssh and monitor it,
restarting it

as necessary should it die or

stop passing traffic.

Once started, you can move

the program to the background.

Command
# ip tuntap add dev tapO0 nod tap

# ip link set tap0 up

# ip link add name br_vpnO type bridge

# ip link set br_vpnO up

# ip addr add 192.168. 0. 1/ 24 dev br_vpnO

# ip link set tap0 master br_vpnO
# autossh -M 9876 -0 ServerAlivelnterval =60 -0 Tunnel =et her net \
-w0:0 -t -i <path-to-private-key> -NCT sshuser @publ i c-cl oudi nstance-| P>

-M defines the monitoring port autossh uses to monitor the connection

-0 sets SSH options (bridged tunnel and keepalive)

-i denotes the path to the private key matching the public key copied to the host system.

-w denotes the number of the local and remote tunnel interfaces for tunnel device forwarding
(e.g., the 0 in interface tap0).

-N denotes that no remote command should be executed

-T disables pseudo-terminal allocation

-C requests data compression

Value for parameter user: On instances based on prepackaged marketplace images use sshuser, on other
systems use the root user or another user for whom you installed the public key.

Possible additional steps:

To turn the remote Linux system into a router for other systems in the customer network, perform the following steps:

1. Enable IP Forwarding using the command:
# sysctl -w net.ipv4.ip_forward=1
To make permanent, add net . i pv4. i p_f or war d=1 to the file /etc/sysctl.conf.

2. If the Linux firewall is enabled (firewalld assumed), allow the forwarding of packets through the firewall. Basic example:

# firewall-cnd --pernmanent --direct --add-rule ipv4 filter FORMRD 0 -i <tunnel -bridge-interface> -0 <Nl C
to- LAN> -j ACCEPT

# firewall-cnd --permanent --direct --add-rule ipv4 filter FORWARD O -0 <NI C-to-LAN> -i <tunnel -bridge-
interface> -j ACCEPT

3. Add static or dynamic routes to distribute the tunnel subnet to other systems in the customer network that need to communicate with the Solaris
guest system across the VPN..

© Stromasys 1999-2021 63/ 70



Charon-SSP 4.2 for AWS Cloud | Getting Started Guide Version 6 | 04 March 2021

Steps on the Solaris Guest System

Set the IP address on the Ethernet interface to an address within the VPN subnet. To follow the example above, you would set the address to
192.168.0.33/24. To permanently change the IP address on the Solaris system, change the address in /etc/hosts for the hostname specified in /etc/
<interfacename>.hostname.

On Solaris 11, use the commands i padm create-i p net X andi padm create-addr -T static -a <i p-address>/<net mask> net X/ v4.

Routing to/from Solaris Guest

After following the description above, the Solaris guest system can be reached from the systems that are also connected to the virtual bridge (in the
example: remote Linux system and host system). To enable the Solaris guest system to communicate with other systems in the customer network (or
the Internet) over the VPN connection, perform the following steps:

® Add the VPN address of the remote Linux system as the default gateway for the Solaris guest system.
® Propagate the IP network used for the SSH VPN within the customer network, as required.
® Enable IP forwarding on the remote Linux system and allow forwarded packages through the firewall.

The screenshot below illustrates the Solaris guest system behavior (after the VPN network has been made known within the customer LAN and the
remote Linux host has been set up as a router):

The interface address shows that the Solaris system is in the 192.168.0.0/24 network using the ifconfig command.
The net st at - rn command shows the routing table without a default route.

The ping to an IP address outside the SSH VPN fails.

Theroute add default <gateway>command adds the remote Linux host as the default gateway.

The netstat -rncommand now shows the default route.

The ping to an IP address outside the SSH VPN succeeds.

bash-3.2# ifconfig hmed )

hmed: Flags=1000843<UP ,BROADCAST  RUNNING  MULTICAST,IPw4 > mtu 1500 index 2
inet 192.168.0.33 netmask FFFFFFOD broadcast 192.168.0.255
ether d4:2:7c:c1:d2:59

bash-32.2#

bash-3.28# netstat -rn

Routing Table: IPw4

pestination Gateway Flags Ref lse Interface

132.168.0.0 132.168.0.33 [i] 1 1 hmeo
224.0.0.0 192.168.0.33 ] 1 0 hmed
127.0.0.1 127.0.0.1 LUH 4 136 Tod
bhash-3. 28

bash-3.2# ging 192.168.2. 80

no answer from 192.168.2.80

bash-3. 24

bash-3.28# route add default 192.168.0.1
add net default: gateway 192.168.0.1
hash=-3.2#

bash-3.2# netstat -rn

Routing Table: IPw4

Destination Gateway Flags Ref llse Interface
default 1592.168.0.1 UG 1 1]
192.168.0.0 192.168.0.33 I} 1 1 hmeo
224.0.0.0 192.168.0.33 1} 1 0 hmen
127.0.0.1 127.0.0.1 1H 4 136 o0
bash-3. 28
hash-3. 28

hash=-3.2# ping 192.168.2.80
192.168.2.80 is alive
bash-3.28

To make the entry permanent

® on Solaris 10: use the r out e - p command (stores routes in /etc/inet/static_routes).
® on older Solaris versions: add the address of the default gateway to /etc/defaultrouter.
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Stopping the SSH Tunnel

To stop the SSH tunnel, perform the following steps on the remote Linux system:

Action Command
Terminate the autossh process # kill -9 <autossh-pid>
Terminate remaining SSH tunnel # Kill -9 <tunnel -ssh-pi d>

connections
Delete the bridge # ip link delete br_vpnO

Delete the TAP interface # ip link delete tap0O
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Dedicated NIC for Guest System

Providing a dedicated NIC for guest operating systems is the standard method in non-cloud environments. However, this configuration poses some
challenges in cloud environments where MAC address / IP address combinations are fixed parameters set by the cloud provider.

This section will provide some information about how to configure such a setup in a cloud environment. It is not specific to one cloud provider. Hence,
the descriptions may refer to different cloud providers if appropriate.

Basic Concept

The following images illustrates the basic concept when working with a dedicated network interface for the guest operating system. There are, of course,
many variations depending on the specific environment.

Scenario: host and guest system have a dedicated NIC. The NIC used by the Charon host has a private and a public IP address, the NIC used by the

guest system a private IP address and optionally a public IP address. The Internet and VPN gateways are only used for illustration and are not part of this
example.

Charon host instance with two NICs

Guest OS5

Host networking e e

private |P of guest NIC

private IP
pivate P A in coud subnet
in cloud subnet Host ﬁlﬁﬂmm Guest
NIC ‘ NIC | Optonak
public IP 1| | public IP 2
cloud subnet | |
‘ Internet GW VPN GW ‘
i Py .
._,.lr I. ._.-"' k"'\_‘
( Internet . ( Customer °
= . . premises
g J o -

—h ——

Please note: If the NIC dedicated to the guest OS does not have a public IP address, the guest system may still be able to access the Internet via the
customer network reachable across a VPN gateway. This will depend on the customer specific network configuration. This type of connection is the
recommended way to provided external network access to the guest system as the VPN ensures that traffic across a public network is encrypted.
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The basic steps to implement the above configuration are as follows:

Create a cloud instance in which the Charon host system runs.
Add two NICs to the Charon host system. One for the Charon host and one for the guest system.
Configure the appropriate access rules for instance and NICs.

One NIC is dedicated to the Charon host, one to the guest system. Configure a private and public IP address for the NIC used by the Charon
host. Configure a private IP address for the NIC used by the guest system (and optionally a public IP address - not recommended).

On the Charon host, remove the private IP address from the NIC dedicated to the guest system if it was automatically configured and ensure that
the interface will be enabled when the system starts.

Assign the appropriate NIC to the guest system.
Configure the guest system MAC address to be the same as the one of the NIC selected for the guest.

After booting the guest system, configure the private IP originally assigned to the guest NIC by the cloud provider as the IP address of the guest
Ethernet interface.

Set the default route of the guest system to the default gateway or VPN gateway of the LAN.

Depending on firewall rules and cloud-specific security settings, the guest system should then be able to communicate with the following systems:

The host system.

The other systems in cloud-internal network (e.g. other guest and host systems).

The customer internal network via a previously configured VPN gateway.

Directly with the Internet if a public IP address was configured for the interface (not recommended).

The additional sections in this chapter show the basic configuration steps for the above example.

Please note:

In this scenario any traffic between host and guest system (if configured with a public IP address) and external systems reachable via the
Internet gateway is not encrypted by default. If this traffic runs across a public network, it is exposed to being monitored and even modified by
third parties. The user is responsible for ensuring data protection conforming to the user's company security rules. It is strongly recommended to
use encrypted VPN connections for any sensitive traffic.

Guest operating systems are often old and no longer maintained by the original vendor. This means they are more easily compromised by
attacks from the Internet. Therefore, direct Internet access for the guest system is not recommended.

The actual configuration steps vary depending on the cloud environment used. The sample configuration below will have to be adapted to the
specific environment.

Configuration Example

Important information:

The example assumes that a Charon-SSP cloud-specific marketplace image is used. This means in particular:
® The host system is a CentOS 7 system.
® NetworkManager is disabled and the ifcfg-files in /etc/sysconfig/network-scripts are used to set up the configuration.
If you use a different host operating system version, you must adapt the example accordingly.
If you use a RHEL/CentOS 8 system, you must use NetworkManager to configure the interface. A similar procedure as the one described here
can be used, but the interfaces must be under NetworkManager control and instead of restarting the network, you must restart the
NetworkManager after editing the ifcfg-files. Alternatively, you can use nmcli commands to configure the connection. Please refer to your Linux
documentation and manual pages for further information.
As explained for AWS, remember that any automatically assigned public IP addresses will be removed by the cloud provider once the instance
is restarted with a second NIC. Hence, on AWS Elastic IP addresses must be used.
For Google cloud, note the following:
® The default is that all interfaces are configured with IP addresses automatically by GCP services on the Linux host. Please refer to the
Network Management section in the respective Getting Started guide for information on how to disable this automatic configuration.
® Some base images used to create a Charon host instance may be configured to use /32 netmasks for additional interfaces, and only
ARP requests for the default gateway are answered by Google. This can cause communication problems between Solaris and other
instances on the same subnet (ARP requests are not answered). The workaround is to use static ARP entries on Solaris. Please refer to
the Getting Started guide for more information. The latest images provided by Stromasys use /24 netmasks, so this point does not apply
to them.
The interface names used in this example (ethO and eth1) may be different on your system. Please verify the names on your system and refer
your cloud provider's documentation for more detail. Make sure you use the correct names!
The example uses only a private address for the dedicated interface. If a public address is required, the basic steps for making the interface
available to the guest system are the same.
If you use the Charon Manager for the interface configuration (steps 4 and 5 of the example), use None as the interface configuration. Charon
Manager will also activate the changes (step 6 in the manual example below).
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Step 1: configure a second network interface on the Charon host system for use by the Solaris guest system.

The host system interface configuration must ensure that the private IP address associated with the new interface is not configured on the Linux Ethernet
interface. This address will be used by the guest system.

Please note:

® The interface names used in the following section are for illustrative purposes only. Please familiarize yourself with the interface naming
conventions used in your cloud environment.

® The sample configuration assumes a CentOS 7 system and that the interface is configured outside the control of the NetworkManager.
To make the second interface usable for the Charon guest system, perform the following steps:

1. Add a second interface to your instance as described in the cloud-specific Getting Started guide and your cloud provider's documentation.
2. Log into the instance and become the root user (use: sudo -i)

3. Identify the names of the two Ethernet interfaces:
# ip link show

4. Create an interface configuration file for the second interface (the file for the first one should exist). Example (use correct interface name for your
configuration):
# cp /etc/sysconfig/ network-scripts/ifcfg-ethO /etc/sysconfig/ network-scripts/ifcfg-ethl

5. Edit this file to match the characteristics of eth1 (use correct interface name for your configuration). The private IP address used for this interface
will be assigned to the Solaris guest. Therefore, configure the Linux Interface without IP address, similar to the example below.

Please note:

a) On Charon-SSP instances based on cloud-specific marketplace images (CentOS 7), the NetworkManager is normally disabled. However, if
the NetworkManager is enabled on such systems, the line NM_CONTROLLED=no prevents the NetworkManager from changing the
configuration of the interface. If using a RHEL/CentOS 8 host system, the NM_CONTROLLED statement must be removed or set to yes.

b) On some cloud platforms, the automatic cloud-specific configuration prevents the entries in the ifcfg-file to take effect (for example on GCP).
Please refer to your cloud-provider's documentation and the Network Management section in the Getting Started Guide of your version for
additional information.

BOOTPROTO=none

DEVI CE=et h1

NAME=et h1

ONBOOT=yes

TYPE=Et her net

USERCTL=no

NM_CONTROLLED=no (see note a above)

6. Restart the network:
# systenttl restart network
Please note: Should there be an error when executing this command, kill the DHCP client process and retry the command.

Expected result of the example:

1. The system should still be reachable via eth0.
2. Interface eth1 should be up without having an IP address configured.

Please note: Make sure to use the correct interface names in use on your instance.

Step 2: add the dedicated Ethernet interface to the emulator configuration.

Start the Charon Manager and open the configuration window for the emulated system.

Configure the emulated system with the dedicated Ethernet interface as its interface.

Set the MAC address to the same value as used by the host interface (the value assigned by your cloud provider).
Save your configuration.
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Step 3: configure the interface on the Solaris guest system to use the private IP assigned to the second NIC by your cloud provider.

Using the steps below, the Solaris guest system is configured to use the second NIC configured on the host system (please refer to your Solaris
documentation for configuration details).

1. Boot Solaris and configure the IP address assigned to the dedicated guest NIC for the Solaris Ethernet interface as shown in the examples below:
# ifconfig <interface-name> <private-guest-nic-ip>/ <netmask up (Solaris 10 example)

or
# ifconfig <interface-name> <private-guest-nic-ip> net mask<mask> up (Solaris 2.6 example)

or

# ipadm create-ip netX and ipadm create-addr -T static -a <private-guest-nic-ip>I<netmask> netXlv4 (Solaris 11 example)

For Solaris versions before version 11, make permanent by editing /etc/hosts and set the new address for the systems hostname. Then edit /etc
Inetmask and add the netmask for the subnet-network.

2. Add default route on Solaris:
# route add default <default-gateway-of-cloud-lan> <metric>
Make permanent by editing /etc/defaultrouter and add the address of the gateway (use route -p for newer Solaris versions).

3. Add DNS server to Solaris
a. Edit /etc/resolv.conf and add a nameserver line for the DNS server.

b. Make sure, DNS is used for hostname translation: ensure that /etc/nsswitch.conf is configured to allow dns (in addition to files) for the
hostname resolution.

For Solaris 11, please refer to the Oracle Solaris documentation.
Expected result (depending on security rules and firewalls):

1. The guest system should be able to communicate with the host system across the cloud LAN using the private IP addresses.
2. The guest system should be able to communicate directly with the Internet if the dedicated NIC has a public IP address (not recommended).

Please note: Do not forget that traffic transmitted across the Internet by the guest system is not encrypted by default. Take appropriate measures to

protect your data. It is strongly recommended to protect the Solaris guest system by an appropriate firewall and security group configuration. If possible,
any communication across the Internet should be encrypted (e.g., by using a VPN).
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2 Next Steps

Once you have set up your Charon-SSP instance in the cloud, please proceed to the general Charon-SSP User's Guide for your Charon-SSP version
(see CHARON-SSP for Linux) and the VE License Server User's Guide for more information about configuring and managing Charon-SSP.
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