Charon-SSP 5.0 for Linux | User’s Guide Version 7 | 04 February 2022

A Stromasys

Charon-SSP 5.0 for Linux
User’s Guide

© Stromasys 1999-2022 1/300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

Contents
AN o o 101 A I | ST 10 o TR 13
0 R [ =T a0 [T I AN Lo 1= o T 13
O 5 To T o] U g =T ] T o3 1 1= 13
1.3  Products Covered in thiS GUIAE ..iuccveiiiiiiiiiiiiiiriiiieesiineesssssessssssssessssssssessssssssesssssssssssssssnsasssssnnes 14
1.4 ODbtaining DOCUMENTALION ...uueeeeeeeriiiieerirrerreeeessiesssssssnseeesssssesssssssssesssssssssssnsssessssssssssssansssssssssssssssnnnsseses 16
1.5 Obtaining Technical Assistance or Product INfOrmMation .....eeeeeeecccccrcrceeeeeeeniccccsrnneeeesssssecsssnsennessssnes 16
1.5.1 ODbtaining TECNNICAI ASSISLANCE ......ccceiieeirieieiriereeese ettt sttt sttt sttt e st st s be st e st s be st e st ebesae st ebesbenesbesaeneebesene 16
1.5.2 Obtaining General Product INFOMMALION .........coirieiririiinierieeneseeeter ettt sttt st s b e sttt b e st b e 16
0 G T O ] V2= o 1 o o 17
2 Charon-SSP Licensing OPtioNS OVEIVIEW .......cccovviiiiuiiiiiieeeeeeeeeiiie s e e e e e e et e e e e e e eenaans 18
2.1 Sentinel/Gemalto HASP LICENSES ciiiiiiiiiiiiiiiniieeniiisnnnsssssseesssssssssssssssnssssssssssssssssssssssssssssssssssasssssss 18
2.2 Charon-SSP Automatic Licensing for Cloud ENVIFONMENTS ....uiiiiiiiiciiiirnriereniicsssnnnnreeessissesssssnnseenes 18
2.3 Virtual ENVIronment (VE) LICENSES .uuuiiiiiiiiiiiiiiieiiiiieteininnessssssseessssissessssssssessssssssesssssssssssssssssssssnns 18
3 Charon-SSP ProdUCE OVEIVIEW .....ccccoiiiiiiiiiii e e e et e ettt e e e e e e e e e et s e e e e e e e e e eaeaaa s 19
0 R 1T o= = I [ 102 1= U o 19
3.2  Supported Guest Operating SYSTEIMS ciiiccirrvcreeeiiiiicrrinerreereisiesssssnnresessssssssssssssesssssessssssnssesssssssssssanns 20
3.3 SUPPOITEd VIirtUal HarOWarE .ccoevceereereiiieisrrenneeeesiissessssnsnseessssssssssssnssssssssssssssssssssesssssssssssannsasssssssssssanns 21
3.3.1 Supported Virtual Hardware in non-Cloud INSTAllAtIONS...........oouiiiiiiiieeeee e e 21
3.3.2 Supported Virtual Hardware in Cloud INSEAlIAtIONS .........cccciviiiiiiieie et 22
3.4  Charon-SSP Product Variant CoOmMPAriSON ...eeueeceiieiessrssnreeresssessssssnnresessssssssssssssesssssssssssssnssesssssssssssanas 23
3.4 1 ProdUCE VAIIANT OVEIVIEW ....c..coueiuiiuieiieiite ettt ettt et sttt sheeatese et e beseeebesheebeeaeest e seseeebesheeheeatentebesbesbesaeebeeaeenbenbentenbenae 23
3.4.2  Product Variant COMPEAIISON ........ccerueiririeietirietetestetetestetesesaetesessetesessesesessestesesseasesessessestssesentsseasentssesbesessesentesessenes 24
4 HOSt SYyStem REQUITEIMENTS ....uuiii it e e e e e e e e e e e e e e e e e e eraaa s 26
4.1 Minimum Host System Hardware ReqUIFEMENTS .ccccvvvccrrieriiiicisssscnnreeeesissesssssnnsresssssssssssnssesssssssssssanns 26
4.2 Host System Software REQUIFEMENTS ciiiccccrvcrereeriiiicrsrrsenreeeessissesssssnnseesesssesssssannsesesssssssssssanssessssssssssnen 28
4.2.1 Linux Operating SYSIEM Prer@QUISIEES......c.coiiiiiiieiertite sttt ettt st sttt et e st e s besaeebe e st et et eseesbesbesbesaeensetensesbeseens 28
4.2.2  Additional SOftWare REQUIFEMENLS ........cciieiieiieeieesise st e eseestesse e e seestesseessessessessesaeasessesssessessessessessessesssessessessessens 28
4.3  NetworkManager CONSIAEIALIONS .uuuieieiiiicerrrcsrrreereiriessssssnneeeesssssesssssssssesssssessssssnnsassssssssssssssnsnesssssasssssen 29
4.3.1 NetworkManager and Charon Manager for LINUX VEISIONS 7.X.....ccccririririeieieriene st steeeetesee e sie e sre e eseseesaesseseens 29
4.3.2 NetworkManager and Charon Manager for LINUX VEISIONS 8.X.....cccvcivveireeierieriiseseeseeseesessessesessessessesssessessessessens 30
4.4 Firewall REQUITEMENTS uuuuiiiiiiiiieirrcerreeeeiiiesssssnneeeesssssesssssssssssssssssssssanssesssssssssssansssssssssssssssssnnnesssssssssssanns 31
4.4.1 Frequently uSed TCP @nd UDP POIS .......cccoi ettt st sttt e e st e eseestasseesaessessessessessessesssessensensessens 31
4.4.2  Linux Firewall and VirtUal BIrAGES .......ooiiiiiriiieieerese ettt st sttt ettt et et s b e bt st et et e besbesbesaeensetensenbeseea 32
5 Charon-SSP Software INStallation ...........uuuiiiii e e 33
5.1 General License INTOrMatioN i eeiiiiiieeiiiiiieiiiiseeissiseessisssssesssssseesssssssssssssssssssssssssesssssssssssssssssssssnns 33
5.1.1 Initial License INStallation OVEIVIEW ........cc.eoiuiiiiieiiicieeieeteeete ettt te s ae s tee s e e ste e be et e sasestaesta e beenbaenbeessesasesaeesanesseenseenes 33
5.1.1.1  Sentinel/GemAltO LICENSES. ......viiieiiiiii ettt ettt e e e et e e e e sttt e e e s e be e e e e e nbb e e e s anbae e e s anbeeeeennees 33
5.1.1.2 Charon-SSP VE (Virtual ENVIrONMENL) LICENSES .......uuiiiiiiiiiiiiiiiiiiee ettt e e et e e e e e s s nnbseeeeeaeeeaannes 34
5.2  Charon-SSP RPM INSTAIlAtiON ccccueiiiiiieeiiiiiiiniiiineeiiieesinssnessssssesssssssesssssssssssssssssessssssssssssssssssssssnns 35

© Stromasys 1999-2022 2 /300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

5.2.1 INStallation PACKAGES OVEIVIEW .........ooiiiiiiiieiieiieieeierte ettt ettt sttt st ettt et e te st e e besaeshe e st entesesbeebesaeeseeneenseseseessenae 35
5.2.1.1  CharOn-SSP COMPONENTS .......icuteiiiiieeei s ittt eeee e et s saateeeeeteeesaasateeereeeeesaaasssaeaeeaeessaaasstenereeeeesaaasssnnneeeeesannnns 35
5.2.1.2 Charon-SSP INStallation PACKAQGES .........ccuviiiiiiee e i ittt e s s st et e e e s s s e e e e e e s s s snaraeeeaeeesassssnrnneeeaeeeannnnes 36

5.2.2 Additional Installation Considerations and Prer@qUISILES ........cc.cviveiiriieeieierese sttt 38
5.2.2.1  GeNEral INFOMMALION . .......eiiiiiii ittt e e e e e ettt e et e e e s e e s e bee e e e aaeeseassnbbeeeeeaeeseaansbbeneeaaeesaannnes 38
N A W (o1 1= 0] 4 E{ o (=] = LT L PRSP RP 38
5.2.2.3 Considerations for Charon-SSP Hosts without Graphics HW.............cooiiiiii e 39
5.2.2.4 Special Prerequisites for the Charon-SSP Dir€CION .........ciieiiiiiiiiiiieie e cciie e e e s s s srre e e e s s srraee e e e e e e ennnes 39
5.2.2.5 Special Prerequisites for the Charon-SSP AQENL..........uuiiii i e e e e s srraer e e e e e e annnes 40
5.2.2.6 Special Prerequisites for Additional ULIIIES ...........cocviiiiiie et e e s e e e e s snaraee e e e e e e ennnes 40

5.2.3 Installation Commands on Supported HOSt Operating SYSIEMS .......cc.coeiririeiririeenieetreeese et 41

5.2.4 Installing the CharOn-SSP PACKAGES ........ccccvvveieieriire ittt steetetetee st ste et e st e b e testestestessaeseessessessestesseasseseessessessesenes 42
5.2.4.1  INSEAllAtioN EXAMPIE ....cooiiiiiieiitiie ettt e e bt e e s bt e e e s bt e e e e h b et e e e e b et e e e e bt e e e e b e e e e nbr e e e e annnes 42

5.2.5  POSE-INSTAIIALION STEPS.....etiuietirieiieterteet ettt b bbbt b et b e bt s e st eb b e st sb s e st sb et e st eb et esesbe b eneesentenes 47
5.2.5.1 Post-Installation Tasks for CentOS/Red Hat/Oracle LiNUX 8.X........ccuueiiiiiriiiieiee i e e e e e a7
5.2.5.2 Sentinel HASP POSt-INStAllation TASKS .........uiiiiiiiiiiiiiii e e s e e e e e e eanes 48
5.2.5.3 Charon-SSP PoSt-INStallation TASKS ........c.uuuiiiiiiiiiiitiiie ittt e e e e s r e e e e e s e iabbereeeeeeeaannes 49

5.2.5.3.1 Setting the PATH VANADIE .......c..oeii e e 49
5.2.5.3.2 Installing the bridge-utils and autoSSh PaCKAgES ..........ccoiuiiiiiiiiiiiiie e 49
5.2.5.4 Charon-SSP Manager Post-Installation TASKS ON LINUX .......cocouiiiiiiiieiiiie e 50
5.2.5.4.1 InStalling the XePRYr X-SEIVET ......co ittt et e st e e e nb e e e nnnnas 50
5.2.5.4.2 Creating a Desktop Menu Item for Charon-SSP MaNager ...........cceuruiiiiiiiiiie it 51
5.2.5.5 Charon-SSP Director Post-Installation TASKS 0N LINUX......ceoiiiuriiiiiieeaiiiiiiieee e e e e siiireee e e e e e aenes 53
5.2.5.5.1 Creating a Desktop Menu Item for Charon-SSP DIF€CION ...........cuvvuiiiiieiiieieieeeieiererereresererererererer——.. 53

5.3 Charon-SSP Baremetal INStallation ....cceeiiiiveeiiiiiiiiiiiiiiiniieesisnnessssneesssssnsesssssssessssssssesssssssessssnes 54

5.3.1 General Information about the Baremetal DiStriDULION ............ccooiiiiiiiiiiieee e e 54

5.3.2 Creating Bootable USB media from Baremetal ISO fil@S .........ccoeeiriieiniienie et 55

5.3.3 Basic Installation Steps for the Baremetal DiStriDULION...........ccoviiir i 56

5.3.4 Charon-SSP Baremetal POSt-INStallation TASKS........cccviieiriieiriieree ettt 59
5.3.4.1 Baremetal Post-Installation TASKS OVEIVIEW.......ccoiiuuiiiiiiiee ittt e e e e e e e e s s sinbbeeeeeaeesaannnes 59
5.3.4.2 Customizing the USEr ENVIFONMENT.......coiuiiiiiiiiie ettt e et e e st e e s abbe e e s enens 59
5.3.4.3 Enrolling the Stromasys Public Key for UEFI SECUre BOOt...........coocoiiiiiiiiiiiiiieie e 59

6 Charon Host System Management OVEIVIEW .........ccouiiiiiiiiiiiiiiiiiiiiieeieeeeee ettt 61
6.1 Host Management for Conventional and CloUud HOSES ciiiiicccrriereetiiiicieccineeeeeeeeesccsssnnnnseesessesessssnneenes 61
6.1.1 General System Management INfOIMALION............coievieiiiiieieee e e e et e st steeseessessesesesaenes 61
6.1.2 User Accounts in Charon-SSP Cloud Marketplace IMages.........coccieiieirieieienie ettt 61
6.2 Host Management Charon-SSP Baremetal ......ccoovvvceiiiiiiiiiiinieininiieesisnsnssessssssssssssssssssssenes 62

6.2.1 General System Management INfOIMALION............ocevieiiieieeeere e e e ae s e besresteeseessessessessessenes 62

6.2.2 Charon-SSP Baremetal USEI ACCOUNTS.......cc.ciiiieieriietesie ettt ettt sttt et e st e s tesbesaeeb e et eatensenaesbesaesbesaeeseensensenbeseessas 62

6.2.3 Charon-SSP Baremetal USEr INEITACE ........cociviiririeree ettt sttt sttt sttt st be e b st 63
6.2.3.1  Shutdown, REDOOT, SCIEEN LOCK.....cciiiiiiiiiiiiiiiie ettt e e e e e s e st e e e e e e e s e e aanbbeeeeeaeeeaannne 63
6.2.3.2  HOME SCIEEN FUNCLIONS ....iiiiiiiiitiiiii e ettt ettt e e e e e e et b et e e e e e s e s a e bee et e ea e e s e e nnbeeeeeeaeesaaannbbaneeaaeeaaannnes 64
6.2.3.3  Charon SCrEEMN FUNCHIONS. ... ittt e ettt e e e e e s e e e bttt e e e e e e s s s bbbeeeeeeaeesaaannbbaneeeaeeeaannnes 65
6.2.3.4  TOOIDOX SCrEEN FUNCHIONS. ... i etiiieiie e e e e sttt e e s s et e e e e s e et e e e e e e s s sssbaaeeeaeeesaassteaeeeaeeesaaassssnnneeeeesnnnsnes 65

G B B R o 1013 RS VA1 1= IR = 1 ] o SRR 66
6.2.3.4.2 Host System INfOrmation DISPIAY ........c.ieecuuririiiieeiiiciiiie e s s e e e e e e s e s e e e e e e s s e e e e e e e s ennnnnrneneeeees 67
7RG B0 B T B oo F= 1 4= 01 =T o T I | (=T SR 67
6.2.3. 4.4  KEY MABNAGET ..o e 68
B.2.3.4.5  TEIMMUINAL......eeeeiiiie ettt ettt et e oo oottt e e et e e e e oo e sttt ettt e e e e e e e n bbb eeee e e e e e e e bbbbeeeeaa e e e e nbbrreeaaaaaean 68
6.2.3.4.6  Additional TOOIDOX APPIICALIONS .....coeiiiiiiiiiiiii et e e e e e e e e e e e e e e nnbbbeeeeaaeeas 69
7  Configuring and Using the Charon-SSP SOftWare ...........ccooiiiiiiiiiiiiiii e 70

© Stromasys 1999-2022 3/300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

45 S © AV =T Y = 70
7.2  Charon-SSP Dir€CIOIY StIUCIUIME wieiiiiieeerrrnreeeerrieeeesrnerseesssssessssssnseesesssssssssssssssesssssssssssanssessssssssssssnnnnnes 70
7.3 Interaction of the Charon-SSP COMPONENTS..iiiccccrrcrreeerriiiccrrnereeesssssesssssenreesessssssssssnsssssssssssssssnnnsseses 71
7.4 USIiNG the CharOon-SSP DilECION auuiiiiiiiecerrrnreeteriiieessrnereeesssssessssssnseesesssssssssssssssesssssssssssanssessssssssssssnnnnnes 72
7.4.1 Starting the CharoN-SSP DIFECIOI........cccciiieieieere ettt te e ste st e e te et e s e se s s e besbeeteeseessessessestesseaseeseassessensesessenses 72
7.4.2  Working wWith the Charon-SSP DIFECION .........ccvetrireirerietee sttt rte ettt et b st st be st et besbe st e bt sbetebesbeeebeseeeereseeneas 72
7.4.2.1 Charon-SSP DireCtor Main MENU BA .........ccoiiiiiiiiiieeiiie ittt nn e nnne e 73
7.4.2.2 Managing Charon-SSP DireCtor SUDGIOUPS .......ccii ittt e e s s s eee e e e e s e e e e e e s e s sanaraaeeeaeeeannnes 73
7.4.2.3 Charon-SSP Director System CONEXE MENU .......c.cocuviiiiiiee i it ee e e s esstaree e e e e e s s ssreee e e e e e e s s s sanrraneeeaeesaannnes 74
7.4.2.4 Charon-SSP Director Additional CONEXt IMENU .......ccueiiiiieiiiie et nn e 75
7.4.2.5 Charon-SSP Director Keyboard SNOMCULS ..........ccoiiiiiiiiiiiie ettt 75
7.5 Using the Charon-SSP MaNAgQEer ....c.cciccccerrereeeeriiieeesisneeeeessssiessssssnseesssssssesssssssssesssssssssssssssessssssssssssnnssnes 76
7.5.1 Starting the CharOnN-SSP IMBNGAGET .......c.cietiirieieterieteie ettt sttt sttt sttt st et et e st et ebe st et ebeste st ebesbentebesbentebesaeneebesbeneas 77
7.5.1.1 Connecting to the Charon-SSP Agent of the Target HOSt System ............cccc 77
7.5.1.2 Troubleshooting iINfOrmMation ..., 79
7.5.1.3 Running the Charon-SSP Manager via SSH X11-Forwarding...........cccceeiiiiiiiiii e, 80
7.5.1.4 Charon-SSP MaNAgEr OVEIVIEW .........cceiitiieeiiiiieeaitite e sttt e e st e e e st e e e e ab bt e e e aabe e e e e s bb e e e e anba e e e s abreeesanbneeeaaneees 81
7.5.2 Creating a Virtual MACKINE .......c..ccooiii ettt b e st b e bbbt b e s b et b st e e ebesbe e ebesbe e 84
7.5.3  Configuring @ VIrtUAl MACKHINE .........ocvieiiieecece ettt ettt et e e et e s e e s aeesreesae e seesseesseessesssesaenseessenssenneas 85
7.5.3.1 Hardware Family Configuration (MOGEI) .........ocueiiiiiiiiiei e 87
FA ST I o1 e U o] | 1o U= 11 (o] o I PR TP PPPTPPPPR 89
7.5.3.3  DIT CONFIGUIALION .....eeeiiiiiiiieee ittt ettt e oot e e e st et e e e e a b et e e e ek be e e e e aabb e e e e anbe e e e e anbr e e e e anbneeesannnes 91
48538 TR 750 R 111 o | | SRR 92
AT e T2 =T Y= S | O T O T O PP R PP PO PPRPPR 93
7.5.3.4 Memory ConfiQUIatioN ......cccoeii i 94
7.5.3.5 Graphics ConfiguratioN..........ccooi i 95
7.5.3.6  SCSI Storage Configuration ...........coooiiiiiiii i 99
7.5.3.6.1 Drivers for EmMulated SCSI DEVICES .......cuueiiiiiiiiieiiiiie ittt ettt e s snnee s 99
7.5.3.6.2 SCSI Configuration WINAOW OVEIVIEW .........couueiiiiiiiiieiitiee ettt ettt ettt et e s ssba e e e asbbe e e s asbaeeessnnneees 99
7.5.3.6.3 Creating a New Virtual Disk COontainer File ...........occuiiiiiiiiiii e 100
7.5.3.6.4 Creating a New Virtual Tape ContaiNer File .........co i 101
7.5.3.6.5 Adding or Editing @ Virtual SCSI DEVICE ........ccuuuieiiiiiieiiiiite ettt 102
7.5.3.6.5.1 Disks With NON-ZEI0 LUN ID ........ceiiiiiiiee ettt e e et e e e e e e s s e st e e e e e e s e e nnnseneneeaeeseannne 105
7.5.3.6.6 Physical Disk Parameters 0N CharON-SSP ..........coiuuiiiiiiiiiiiieee et eeaa e 106
7.5.3.6.7 RemoVviNg @ SCSI StOrage DEVICE .......coiuuiiiiiiea ettt e e e e e s s aiab e e e e e e e e s abnbbeeeaaaaeas 107
7.5.3.7 Configuring VDS STOrage DEVICES .....cceiiiuuiiiiiieie ettt e ettt e e e e e ettt e e e e e e e aabbeeeeeaeesaaaanbbeeeaaaeesaannes 107
7.5.3.7.1  Adding of EditiNg QN VDS DEVICE.......coiiiiiiiiieie ettt ettt e ettt e e e e e s s abb b et e e e e e e s aaasbeeeeaaaeeas 108
7.5.3.7.2 RemoViNg @ VDS StOrage DEVICE ......cooiiuuiiiiiiii ettt ettt e e e e e s s bbbt e e e e e e s e anbaeeeaaae s 110
7.5.3.8 Configuring Chassis ldentification PArameters ............ooiiuieiiiiiiie ettt aree e 110
7.5.3.9  Configuring @ FIOPPY DIIVE .....uueiiiiiiiiie ittt e ettt e ettt e e st et e e e sabb e e e e snbbeeeeabbeeeesnbbeeeeaaes 111
7.5.3.10 Vconsole Configuration (Charon-SSP/AV ONIY) ....c.uueiiiiiiiiiie e 112
7.5.3.10.1 Vconsole Network CONfIQUIALION .........oo.uuiioiiiiie ittt et e et e e et ae e e e enees 113
7.5.3.10.2 Vconsole Physical Line CONfIQUIALION ..........cuuiiiiiiiiieiiiiee ettt e nbae e e 114
7.5.3. 11 TTYA CONFIQUIALION ....eeiiiiieiiieiie ettt ettt e e oo e e bbbt e e e e e e s abe bt e e e e e e e e e nnbbebeeeaeesaaannbbeaeaaaeesaannes 114
7.5.3.11.1  TTYA Physical Line CONfIQUIAtION...........uuiiiiiieiii ettt e e et e e e e e e e anraeeeaaaeeas 115
7.5.3.11.2 TTYA NetWOrK CONFIQUIALION ......eiiiiiiiiiiiitiiei ettt et e e e e e e s e bab b e e e e e e e e s aannbbeeeaaaeeas 115
7.5.3.12  TTYB CONfIQUIALION ....ceiiiiieiiiiitiee ittt ettt e e oo e e bbb e e et e e e e e s abbb e e et e e e e e s nnbbebeeeaeesaaannbbneeaaaeeaaanne 116
7.5.3.13  TTYX CONFIQUIALION ....eeieiiieiiiiiiieit ettt et e e e oo e bbb e e et e e e e e s ab et e e et e e e e e s snbbebeeeaeesaaannbbnaeaaaeesaanne 117
A TR B0 e T R o 1= = o [ SR 117
7.5.3.13.2 TTYX On-Board Mode 0n CharonN-SSPIAUIAV ..ot 118
7.5.3.13.2.1 Adding Serial Ports in TTYX On-Board MOGE ..........ccuuriiiieeeiiiiiiiieee e e e s s esvieee e e e e s s ssnraneneeeeesennnes 119
7.5.3.13.2.2 Modifying or Removing TTYX On-Board Mode POIS ..........ccooiuiiiiiiieeeiiiiiiieee e esriieen e e e e e 120

© Stromasys 1999-2022 4 /300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

7.5.3.13.2.3 Managing TTYX On-Board Mode POrtS 0N SOIAIIS ........cciiiiiiiiiiiiiiieiae e 120
7.5.3.13.3 DIGI AccelePort Mode 0n Charon-SSP/AU (F) ......uuuiiiiiieiiiie e e e 121
7.5.3.13.3.1 Adding Serial Ports in DIGI ACCEIEPOIt MO ............uuiiiiiiieiiiieeee et 121
7.5.3.13.3.2 Modifying or Removing Ports in DIGI AccelePort MOAE ..........cccuviiveeee i ecieee e 121
7.5.3.13.3.3 Solaris Driver Installation for DIGI AccelePort EMUIALION ..........cccoviieriieiiiie e 122
7.5.3.13.3.4 Managing DIGI AccelePort POrts 0N SOIAIS ........cooicciiiiiiie e e e e e rrer e e e e e s snnnes 123
7.5.3.13.4 Adding a DIGI PCI Pass-Through Device on Charon-SSP/AU (+)......cccccviveieeeiiiiiiiieeeee e scciiieeee e 123
7.5.3.13.5 TTYX POrS 0N CharON-SSP/AM .........cocuiiiiiiiiieiie ettt e e 124
7.5.3.13.5.1 Adding Serial Ports in TTYX M0Ode 0N SUN-AM .......ccoiiiiiiiiiiiiieiiiieee et 124
7.5.3.13.5.2 Modifying or Removing Ports in TTYX Mode 0n SUN-4AM .........coooiiiiiiiiiiiieie e 124
7.5.3.13.5.3 Managing SUN-4AM TTYX POItS 0N SOIANIS ......ccciiuiiiiiiiiiiieiiiiee et 124
7.5.3.14 GPIB Configuration 0N Charon-SSP/AU ...........cooiiiiiiiiiiiiie ettt e e e 125
7.5.3.15 Parallel Interface CONFIGUIALION .........oiiiiiiiii ittt et e et bt e e st e e e e s sbre e e e snrneeeaaes 126
AT B S T AN o T 0T g o [UT = 11T o PSPPSR 127
7.5.3.17 USB CONfIQUIAtION......ccci i 129
7.5.3.18 Ethernet Configuration ... 131
7.5.3.18.1 Supported Adapter MOAEIS..........ooo i 131
7.5.3.18.2 Charon-SSP Ethernet Configuration Screen FUNCLONS ..., 132
7.5.3.19  NVRAM CONFIQUIATION .....eeiiiiiiiiee ettt ettt ettt ettt e e e st e e e sabe e e e e sabb e e e e aabb e e e e abbeeeeabbeeeeanbbneeennes 134
7.5.3.20  LICENSE SEIINGS ... utteieeiitieee e ittt ettt ettt ettt e e sttt e e e sa bt e e e st et e e e aa kbt e e e aabs e e e e sa b b e e e e aabb e e e e aabbeeeeanbbeeeeanbbeeeenan 135
AR TR I R Mo T I @] o To [N ] £= 11T ] o PO OT PP OPPPPPUPRRT 137
7.5.3.21.1 Viewing the Charon-SSP LOQ FilES ..........ooo i 138
7.5.4 Starting, Stopping, and Suspending the Emulated SYStEM ..ot 139
7.5.4.1 Starting the Emulated SYStemM ..o 139
A T O R 101 (T = Uod 11T - o RSP 139
7.5.4.1.2 Start With HOSE SYSIEM STAITUD ..eeeiueeeiieiiiiiie ittt e et e e e st e e e st e e e e enbre e e e annes 141
7.5.4.2 Stopping the EMUIAIEA SYSTEM ..ottt e sttt e et b e e e s bb e e e e sbbeeeesnbbeeeeanes 141
7.5.4.3 Suspending the EMUIAEA SYSIEM ......cooiiiiiiiiiiiee ettt e e et e e e bbe e e e snbreeeeaaes 142
7.5.5 Virtual Maching CONEXE MENU ......co.oiiiiiiiieieieet ettt sttt s b e st s b et s b e st be st et ebe st et b e et ebetene 143
7.5.5.1 RUNthe Virtual MACRINE ........cooiiiii ettt e st e e st e e e s n e e e snreee e e 143
7.5.5.2  Virtual MACHINE SEUINGS. ... .eeiiiiiieii ittt ettt e et e e st bt e e st et e e e s bb e e e e sbbeeeeabbeeeesnbbeeeeanes 143
7.5.5.3 Remove Machine from the LiSt (NON-AL ONIY) .....eiiiiiiiiiiiiiee ettt e e 143
7.5.5.4  DeIete VM fTOM DISK ....eeiiiiieiiiiiiiiiiie ettt e e ettt e e e e e st e et e e e s e santeteeeeaeeaeaasnsssaeeaaeesaannnsaneeeeeeeaaannnes 144
T7.5.5.5 RENAIME VM. ..ot e e ettt ettt e e e e e ettt tab e e e e e et et e bt e e e e et eeetbb e e e e e e eeennban e ns 144
7.5.5.6 Backup VM (Charon-SSP AL IMAGES ONIY) ...oiuuiiiiiiiiiiieiiiiee ettt ee e bt e e e st e e e s nbreeeeanes 144
7.5.6 Host System Network CONIGQUIALION ......cc.eciiiieiie ettt s sreeste et e et e eaaestaesta e beestessaessnesaeesseenseenns 145
7.5.6.1  GeNEral INTOIMMALION. ... ..uiiiiiei it e e r e e e e s s et ereeesesasteteeeeeeeasssssssaeeeaeesaannssannneeeeesannnnes 145
7.5.6.2 Network Settings Tool — Additional NoteS and CAVEALS ..........ccueeiiiiiiiiiiiiiiee it et stree e nnreee e 145
7.5.6.3  NEIWOIrK SEtHNGS OVEIVIEW ......uviiiiiiiiiiie e iteie ettt ettt e sttt e e e st e e e sabe e e e e sabe e e e e snbeeeeeanbaeeeeanbeeeeeabbeeeeanbbeeeesne 147
7.5.6.4 Managing Host System Network INTErfACES .........cooiiiiiiii e 148
7.5.6.5 Creating a Virtual Network (Virtual BIridg@) .........oooiuuiiiiiei ittt e e e e e e e e e 150
7.5.6.6 Deleting @ VIrtUAI NEIWOTK ..........uuiiiiiee ettt e e e e et e e e e e e s s e sanbbeeeaaaeeeaannnes 152
7.5.6.7 ReSIZING @ VIITUAl NEIWOIK ...ttt e ettt e et e e e s s e bbbt e e e e e e e s e e annbbeeeeaaeeeaannnes 152
7.5.6.8 AddING @ VLAN INEEITACE ...occi ittt e e oottt e e e e e e e e bbbt e e e e e e e s e e snnbbeeeeaaeeeaannes 153
7.5.6.9 Deleting @ VLAN INTEITACE .........ueieiiiiie ettt e e e e et e e e e e e s e e bbb et e e e e e e s s e annbbeeeeaaeeeaannes 154
7.5.7 Miscellaneous ManAgEMENT TASKS .......ccccieceeirieriereriseseeetete e e ste e see s e et et esse st e s tesaessesseessessessessessessesseessessensessessens 155
7.5.7.1 Displaying HOSt INTOMMALION .........uiiiiiiiiiiiiii ettt ettt e e e e s e et e e e e e e e s s s snnbbeeeeeaeeeaannnes 155
7.5.7.2 Adding an Existing Virtual Machine to the Charon-SSP Manager ...........cc.ueeeiieiiiiiiiiiieeee i 155
7.5.7.3 Determining the Charon-SSP Manager VEISION ...........eeiiiiiiiiiiiiiie ettt et e ettt e e e e e e s s s sabaeeeeeaeesaaanes 156
7.5.7.4 Modifying the Charon-SSP AgeNnt PreferEenCeS..........uueiiiiiiiiiiieiee ettt a e 156
7.5.7.5 SettiNg CONSOIE OPUONS.....ciiiiiiiiiiiiii ettt ettt e e e e e s o bbbttt e e e s e aaabeteeeeaaeaaaassbbseeeeaeesaaannbbeseaeaeesaannne 157
7.5.7.6 Retrieving a Charon-SSP COre DUMP .....uuiiiiiiie e ee e e s sst e e e e s e st e e e e e e s s s sntreaeeeaeessanssraneeeeeeessannnes 158
7.5.8 Special Baremetal and Charon-SSP AL TOOIS .....cccccieiiiieieieiereses ettt esteste s e see st esee s e ssesse e sressesseessessessessessens 159
AR S B R (1Y =T q =T =T PP T T PUPUPPPPRPPR 159

© Stromasys 1999-2022 5/300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

FAR R T (o] = o [\ F= T T= o [ P PP PO UPPPPPPPPPPP 160
7.5.8.3  SettiNg TiME AN DALE.....cciiiiiiiiiiiiiii ettt e e oo e e et ettt e e e e e s e abebeeeeaa e e s e anbbebeeeaeesaaannbbneeeaaeeaaannes 162
T.5.8.4  SFTP SOIVEI .. 162
7.5.8.5 Baremetal SSH PUDIIC KEY IMPOIT ......ooiiiiiiiiiiiiiie ettt st e e st e e e bbe e e e s sbreeeesnbeeeeeanes 163
7.6 The Charon Management PASSWOIT ....c.iicveeiiiiiineiiiinineeiiiiineeiiisieesssseessisssesssssssesssssssesssssssessssnes 164
7.6.1 General Information about the Management PASSWOI............ccevieiiieieiieieie e e eeeeee e e ste e sre e eseessesaessesseseens 164
7.6.2 Where and How to Set the Charon Management PASSWOIT..........cccoereererieinenieenienieesesee et 164
7.6.3 Resetting a Forgotten Management PASSWOI ..........cccccveierieriereriseieeeeeetesteste s e stesteeseesessessestessessasseessessessessessens 165
7.6.3.1 Password Reset using the Command-LiNe ..........ccoiiiiiiiiiii ettt e e 165
7.6.3.2 Password Reset 0n a Baremetal SYSTEM ........ocuuiii ittt e et e e e s snreee e e 165
7.7 Using Charon-SSP from the CoOmMMand-LiNe ...ccccceervceeeeeriiiiecrrsenreeeessiesssssnseeeesssssssssssssssesssssesssssanns 166
T.7. 1 Program NAITIE ......oiiiiieieeiiee ettt ettt et e st e st e s bee s beesabee s e beesaseesabeesaseesabeesaseesabeesaseesabeessseesabeesaseesabaesaseesseesseesas 166
T.7.2 SYNEAX ettt ettt ettt s e e bt h e ae et et e s a e h s bt b e e he e e e e R R SRR e Re e E e R e e Rt Rt nhe b e e Rt R e e s e Rt R e nh e bt e aeeatenenn e renrea 166
A A T L= o[ PSS 166
A R = (1 41 = LU PSR SRRSRRRRRN 168
A T = V1 ] o] 1P 168
7.8 USING the CharOnN-SSP AQENT...iiiiiicecrineereetiiiiciesssenneeeessiesessssssnseesssssessssssnssessssssssssssssssssssassssssssann 170
7.8.1 Starting the Charon-SSP AQENE SEIVICE.......ccoriiririeeierte ettt sttt sttt sbe st be st et be st et b st et besae st beneene 170
7.8.2 Stopping the CharonN-SSP AQENT SEIVICE......c.c.iicie ettt teste e e e ste e teesteessessaesteesseetesssesseesseesseesennes 170
7.8.3 TCP/IP Ports Used by the Charon-SSP AQENL.........ccuiriiiiiirieetee ettt sttt st st be st be e 170
7.9 User Access to the Virtual SPARC SYSTEM ..ciiiiiiiiiiiiiiiiiiiiniiiiiiesnissesssssseesssssssssssssssesssssssessees 171
7.9.1  CONSOIE ACCESS. ...ttt ettt h et ae et e et e s bt e b e s bt eh e e st et et e e4 e e bt ehe e bt eaeene e s e nb e b e sheebeehe e st ea b et e besbeebeeaeent et enaenbeneea 171
7.9.1.1 PhysSical Serial CONSOIE ACCESS ......uuiiiiiiiiiee ittt ettt ettt e et bt e e e abb et e e s bb e e e e aabbeeeeaabbeeeeaabbeeeesabbeeeeaae 171
7.9.1.2 TCP/IP-based Serial Console Access via Charon-SSP Manager ..., 172
7.9.1.3 TCP/IP-based Serial Console Access without Charon-SSP Manager............ccccceeiiii 173
7.9.1.4 Console Access via the Emulated GraphiCS DEeVICE ..o 174
7.9.2 Graphical Interface via X11 Server on Linux and Baremetal...........cccceveiieiiiiieseececeeeceseee e e 176
7.9.2.1  GeNEral INFOMMALION. ......eoiiiie et e e e e e e e ettt e e e e e e sante e e eeaeess e s ntteaeeaaeesaannnsaneeeeeeesaannnes 176
7.9.2.2  ENADING XDIMOECP..... .ttt ettt e e e okt e e e oa kbt e e e oab et e e e aa b bt e e e ettt e e e sbbe e e e abbeeeeabbeeeenan 177
7.9.2.2.1 Enabling XDMCP on Solaris 2.5t0 SOlariS 9 ... 177
7.9.2.2.2 Enabling XDMCP 0N SoIaris 10 ......ccooeiiiiiiii e 177
7.9.2.2.3 Enabling XDMCP 0N SOIarIS 11 ...ccccoiiiiiiiieee e 178
7.9.2.2.4 Enabling XDMCP on Older SolarisS VEISIONS.........cccoiiiiiiiieeeee e, 178
7.9.2.3  Additional NOES fOr SOIAIIS 11 ....eeeiiiiiiiiiiiiiii ettt e e e e e e bbbt e e e e e s e e aabbeeeeaaeesaaannbbeeeeaaeesaannes 179
7.9.2.3.1 Enabling the VNC Server 0N SOIArS L11.4......ocuuiiiiiiiie ittt st e et ae e e eneeas 179
7.9.2.3.2 Enabling Connections t0 REMOLE XSEIVEIS........uii ittt sttt e s s nbae e e eneeas 180
7.9.2.4 Configuring and Starting the X11 Server in Charon-SSP ManNager .........ccuveiiiiieeiiiiiee e eiieee e siieee e 181
7.9.2.5 X11 Server Configuration PArAMELEIS ........coiiiiiiiiiiiiiee ittt ettt e st e e e s bt e e e sbbe e e e s sbbeeeesnbeeeeeaans 182
7.9.2.5.1 Use Cases for the X-Server ADditional OPLiONS .........ccoiiuiiiiiiiiiie it 182
7.9.2.6  STOPPING thE XLL SEIVEN ...ttt ettt ettt e e e e e e o b b be e et e e e e e aaaabeteeeeaaeaaasnbbseeeeaeesaaannbbeeeaaaeesaanne 184
7.9.3  USING the X-SErVEr ON WINGOWS ....c..oiiiiitiieeietetee sttt ettt st sttt e he et et e se st e s besbeebesae e st enseseesbesbeebeeneensesenaenbesaeas 185
8  Additional CharOnN-SSP TOOIS .....uiiiiiiiiiiiieiicie e e e e e e e e e e eeeaaa e e eeeeeeeennnes 187
S 0 I 1 00 I [ 111 o 187
S 0 A 1= = [ 1 (TP 187
8.1.2 AddING AN ISCSI TAIGEL ...ceeieietieiieieteeee ettt sttt et et e st e be s bt et e saeeateat e teabesbeebesaeeatensesebesaeebesaeententansanseseennas 188
8.1.3 REMOVING AN ISCSI TAIGEL ....cciceeieierieseieeteeee et stere sttt st e e e e et e teste et e sseessessassestessestesseessessessassessestesseassessensessensenses 190

G T | T T < = N 191
o T A o =] €= o [ 1] ( SO RPN 191
8.2.2 AdAING AN NFS SRAIE........cciiiieiieiieieeses ettt ettt e e et ete s te et e abeeseese et e tessessesseessessessessessestesseassessensansesseses 191
8.2.3 REMOVING QN NFS SHAIE ...ttt sttt a et et e be s bt e bt s st e st e e e eebesaeebesaeententensesesaennas 192

© Stromasys 1999-2022 6 /300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

LS TG T VL @ T =T T N 193
8.3.1 Enabling and Disabling the VINC SEIVET .......cc.coiiiiieeeeteeeee ettt ettt st s b et e e e tesbe b s besaeeat et esensesaeenas 193
8.3.2 Connecting to the Charon-SSP HOSE VI VINC ...ttt ettt ee 193
8.4  USING @ JUMPSTAIT SEIVEN ceeiiiiiieeerrnereeereieiessssenneeeesssssessssssnseesssssssssssssssssssssssssssssasssesssssssssssssnssnesssssases 194
9 Data Transfer to/from Charon-SSP HOoSt and GUEST ..........coevvviiiiiiiiiiiiiiiiiiieeeeeeeeeeeeeeeeeee 195
S A €= o 1= | I 1 o ] o 0= L1 0 o 195
9.1.1 Direct Data Transfer OVEr the NEIWOIK .........coo ettt st b st ea et aesbe e enas 195
9.1.2 Transferring BACKUP ATCRIVES .........coiiiiiiiiciceeiee sttt et e e st e st steesa e s e s e tesbestesseassessessessesbestesseassessensessessenses 195
9.1.3 Cloud-Specific Data TranSTEr OPLIONS .........ccoeiierieiiereeeeree ettt et sb et b bt be b et sb et ebesbe e ebeseeneas 195
9.2  UsiNg VTAPE CONtAINET FIlES coviiiiiiiiiiiiiiiiiiiiietininnnisssressssse s ssssssssssssssessssssssessssssssesssssasessses 196
9.2.1 Convert Backup Archives to VTAPE CONtAINEr FilES .......ccoveiriieinrieineerneteeseseee et 196
9.2.2 Using UFSdump Backup Archives as VTAPE ContaiNer FileS ........ccocvviviriieniresiceeeeeeee e 196
9.3 USIiNG NFS fOr DAta TraANSTEN ..uuueerieiiiiiiiesrrsnrreetiiiiesssssnnreeessissesssssnsessssssssssssssssasesssssssssssanssesssssssssssanns 196
9.3.1 Charon-SSP Host CONfIgUred S NFS SEIVET .....c..ccoviiiiiirieieierteeete ettt sttt st b e st be st be b se b e 197
9.4  Using SCP for Data TranSTer ..iiieiiiiiinieiieiiieinieisiessseessssssssessssesssssessssssessssessssesssssesssns 200
9.5  USIiNg SFTP fOr Data TraNSTer ..ueeiiiiiiiiiieiricnrreetiiiiesssssnnreeessissessssssnseesssssssssssssssasesssssssssssanssasssssssssssanas 201
10 SSH VPN - Connecting Charon Host and Guest to Customer Network ..........ccccccceeeenee. 202
L10.1  PrerEQUISITES tiicerrrcereeeeriisisssssnnereesessiessssssnsessesssssssssssssseasssssssssssanssssssssssssssssasssesssssssssssannssssssssssssssssnasass 202
10.1.1 Creating and Uploading the PUDIIC SSH KEY ........cciciiiieiicieiece ettt s eteete e srae e e sreenseenes 203
10.1.2 Adapt SSH Configuration on Charon-SSP HOSE SYSIEM .......cceiiirieiriierieeeie et 204
10.2 Setting UP the VPN TUNNE .. iiieiicccenerecceiicccssrnenseesesssesssssnnssesesssssssssssnssresssssssssssanssesssssssssssannnananes 204
10.2.1 Steps on the Charon-SSP HOSt SYSIEM .......cccui ittt et et e s aesreesaeesreenseenes 205
T I R 1 == L1 To = BV o AV =TT (o T T PRSP 205
10.2.1.2 Assigning the Guest Ethernet INTEIfACE ..........ooo i e 206
10.2.2  Steps 0N the REMOLE LINUX SYSTEIM .....c.iiiiiiiiieerieietr ettt sttt s b et b et b et be e 207
10.2.3  Steps 0N the SOIArS GUESE SYSTEM .....c.coiciiiiiieirieer ettt ettt st b et st r e 208
10.2.3.1 RoOULING tO/fTOM SOIANS GUEST .......veieiiiiiiiiei ittt e e s s e e e s e e e annr e e e nanns 208

10.3 StOPPING the SSH TUNNEI ... iicscssrnerreesesssesssssensresessssssssssnnnseesssssssssssansaesssssssssssssnnnnanes 209

11 Configuring Charon-SSP Baremetal in KioSK MOAE ...........uiiiiiiiiiiiiiiiiiec e 210
12 Charon-SSP License ManagemeENt......cooo oo 211

12.1 Licensing Charon-SSP—General ASPECTS iiiiiiiiiieeriiiiiniiiiientietiiniiissssssssesssssssssssssssssssssssssssssssssseses 211

12.2 Sentinel HASP LicenSe ManagemeNt.. .. iieeiiiiiiiinissssssisisisiissmsssisessssssssssssssessssssssssssssssses 212
12.2.1 Managing Sentinel Licenses with Charon-SSP MaNAQET ..........ccccveerieierieriereseeeseeeeseessesiesresessesseseessessessessesns 212

12.2.2.1  Viewing the LICENSE DELAIIS ......ccciiiiiiiiiieiiee ettt e e e e e e s e e e e e e e s bbb e e ee e e e e e e annbneeeeas 212
12.2.1.2 Gathering Customer-to-Vendor (C2V) DELAIIS ........ccuuiiiiiiiiiiiie et 213
12.2.1.3 Applying Vendor-to-Customer (V2C) LiCenSe UPAAtesS ........ueeieiiiiiieiiiiie ettt 214
I N A W ot = T g Y Y =T g o 1= ST PR TR 215
12.2.2 Managing Sentinel Licenses from the ComMmMaNd-LiNE ..........cccccvvivririeieienisie et 216
12.2.2.1  Viewing the LICENSE DELAIIS ......ceiiiiiiiiiiiiiie ettt e e e e e e et e et e e e e e s anbabaeeea e e e e e annbeeeeeas 216
12.2.2.2 Gathering Customer-to-Vendor (C2V) DELAIIS ........ccuiiiiiiiiiiiiie it e e 217
12.2.2.3 Applying Vendor-to-Customer (V2C) License UPAAtES ........ccvviieeiiiiiiiiiieie e siieiieer e e e e s s snnneee e e e e s snneeees 217
12.2.3 Managing Licenses with Sentinel Admin CONtrol CENLET .........ccviveieieieeere et 218
e T R VA 1= g To I (o =Y LS =T TP PTTP SRR 218
12.2.3.2 Gathering Customer-to-Vendor (C2V) DELaAIIS ........couia it 218
12.2.3.3 Applying Vendor-to-Customer (V2C) License UPAtES .........oooiiiiiiiiiiiiiiiieae e 219

© Stromasys 1999-2022 71300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

12.2.3.4 Allowing Access to and from Network LICENSE SEIVEIS .........oiiii it 220
12.2.3.4.1 Controlling Access to the License Server on the Client Side ...........c..ueeeiiiiiiiiiii e 221
12.2.3.4.2 Controlling Access to Network Licenses on the Server Side ... 222

12.2.3.5 RemMOVING @ SOMWAIE LICENSE.......cciiciiieeiie ettt et e e e s e s e e e e e e s s e an b e e e e e e e e s snnnataeeeeeeeessnnnnreeees 223

12.3 Virtual Environment (VE) License ManagemeNt ......iiiiieiinnnnieeiiniiiessnnniessisiessssnsseessssssssssssssseses 224
12.3. 1 CreatiNg @ VE C2V fil@ ..ottt ettt b e s et et e s st e s e st s be st enesbe e eneebeene 224
12.3.1.1 Running esxi_bind before First C2V Creation 0N VIMWAIE ..........cooiiiiiiiiiieee e 224
12.3.1.2 Creating the VE C2V FINGEIPINT FIlE .....eeiiiiiii ettt e e e e e e e e e snnee s 225
12.3.2  INSLAIING @ VE V2C FilE ...ttt st sttt ettt e be s et st e s st eat et e tesbeseeebesaeeneeneentensessesbene 225
12.4 License TroubleSNOOtiNg ..ttt as e s s sans 226
12.4.1 Log Files for License TroubIESNOOTING .........cuiuiieiririeiitiietrt ettt ettt st sane 226
o o s R o Yo TN 1 = o o= 1 o PSR SS 226
12.4.1.2 Log Example: Loss of License during OPEration ..........ccccccocooooioririririessssss s s 227
12.4.2  System ProCeSSES fOr LICENSING.....cccuiiieiieiieiti ettt etestt et e e ete e te s aeseesteesteeteestesssessaesseesseesseesseessesssesseesseesseensennes 228
D2 T T © ) { a T=T gl = Te] o] =7 0 RSP 228
13 Charon-SSP Software UPQrade ..........ciiiieiiiiieeeiie et e e e e e e e e e 229
13.1 Upgrading via RPM INSTAlatioN ciciicceeerrcereeiiiiiienrinnreeereiiicsssssnseeeessissesssssnssessssssssssssnsssssssssssssssssnasanes 229
13.1.1 Host Operating System SPeCifiCS fOr UPGrade ........ccvvoieiieiieiice ettt sae e sre s 229
13.1.1.1 Charon-SSP INStallation PACKAGES .........cccoiiiiiiiiiiiee et 229
13.1.1.2 Upgrade Commands on Supported HOSE SYSIEMS .......uuiiiiiiiiieiiiiie et 231
13.1.2 Upgrading the Charon-SSP SOftware PACKAGES .......cccoireiririeiriieriere et 232
13.2 Upgrading the Charon-SSP Baremetal DiStribDUtiON...ciiiccerrrcmieteiiiiicssrnenereesinncssssennneessssssssssssnnsnens 234
13.2.1 Upgrading Charon-SSP Packages Using the Update AP ...ttt 234
13.2.2 Upgrading Charon-SSP Baremetal Using an I1SO file or Installation Medium ...........ccccooeiiiinnninnencncnenen 235
13.3 Upgrading the Charon-SSP Barebone DiStribUtioN ...ciicccccciieeeeeieieiccccnneeeeeessescccssnneeseeeessesesssnneenes 236
13.4 Cloud IMAage UPGrade ..iuccceeiiiiiieeeiniineiiiinnesssssssessssssssssssssessssssssssssssssssssssssssssssssssssssssssssssssssssasssssns 236
13.4.1  RPM-DASEA UPQGrade......c.oouiieiiriiieiirieieiesteiet ettt ettt b ettt b b s e bt s b et e bt b et e bt e b et e bt e b et eseebe e eneebeneene 236
13.4.2 Upgrading by Creating a NeW CloUd INSTANCE .......coooiiiiiiieiie ettt sttt 236
13.5 Charon Manager AUtOMAtiC UPUal...ciiiicrcriiiiiiieeiiiissneiiiinneeissssnsssssssnesssssssessssssssssssssssssssssssasssssns 237
14 Charon-SSP Software DeinStallation ..........oooeuiiiiiiie e 238
14.1 Software Deinstallation on Conventional RPM INStallation ......cccvceiveeneiniiniinninnnneninnnnnneeeeen, 238
14.1.1 Removing the Sentinel HASP SOfIWAIE ......cc.coiiieiiieieeeee sttt sttt sttt eesa e e e e sessesne e 238
14.1.2 Removing the Charon-SSP Packages ON LINUX........ccieiiiiriiririieeieeiteieie ettt st sttt ee e e b e 238
14.2 Software Deinstallation on Baremetal SYSTeM ......cciiiiiiiiiiininniniiiniennenssnssssssssssssssssssssssess 239
14.3 Software Deinstallation on Cloud-SpecifiC IMAagesS ...ccccviiiiiieeriiiiiniiiiinnerreeinssssssesssssssssssssssnes 239
14.3.1 Deinstalling the Charon Manager on Management SYSIEM ........ccvccvvieierieririeseeeseeeesese e st sre e e 239
14.3.2 Terminating the Charon-SSP ClOUd INSLANCE ........coieiiiiieieree ettt st b e sttt nee e sbe e 239
Appendix
A Appendix — Charon-SSP GUI for MicroSoft WINAOWS .........uuuiiiiiiiiiiiiiiiiie e 240
A.1 Charon-SSP GUI Installation 0N WIiNAOWS .....eeeiiiiieiiiiiineeiininnieninsieisssesssssessssssesssnssessssssses 240
A.1.1 Prerequisites and General INFOIMEALION .........cooiiiiiiiri ettt st b e s e be et e s e b e 240
A.1.2 Installing the Charon-SSP Manager for MiCroSOft WINAOWS.........cccvcirieirieieie sttt st 241

© Stromasys 1999-2022 8/300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

A.1.3 Installing the Charon-SSP Director for MiCroSOft WINAOWS .........cooiiiiiiiiieieie ettt 242
A.1.4 Using the Charon-SSP GUI 0n MIiCroSOft WINAOWS ........ccecieieieieriine ettt sttt ta e s e s re e e 243
A.1.4.1 Charon Manager on WiNndows — Serial CONSOIE ACCESS .....uuutiiiaiiiiiiiiiiieiaa ettt ee e e e e e rbrere e e e e e s snereeeeas 244
A.1.4.2 Charon Manager on Windows — Graphical CONSOIE ACCESS........uuiiiiiiiiie ittt 245
A.1.5 Upgrading the Charon-SSP GUI 0n MICroSOft WINAOWS..........cceoueiriirieiniiieirienietsesieesietee et 245
A.1.6 Removing the Charon-SSP GUI 0N MiCroSoft WINAOWS ..........cceoeiririeirineinieseesieee st 246
B Appendix — Configuration File REfEreNCe...........eiiiiii i 247
= O Y 01 = PR 247
2 0 0 R 7= Tox 1T o O RRSUP 247
2 T 2 o (0T o 1T (1= ST 247
B.1.3  COMIMENTS ...ttt ettt sh e s bt e bt e bt eate s bt e e bt e bt en b e eabeeabeeaeesheeshe e bt e aeeeabesaeeeheesb b e bt e beenbeeabesaeesatesaeenbeenseenee 247
B.1.4  BIANK LINES ...ttt ettt ettt etttk et b et e bbbt a btk s e bR bt a bR bt n bt r bt r s 248
o B =T =T o = 248
= 200 R o o T | ST =1 11 o PSS 248
222 0 o [ PR SS 248
[ o | i o = Vo [T RSO PP TP PP PTP PR 248
[ R B oo To [ o T= o L= 4= PO U PP PR 249
[ S 1 o T o To Lo ] A PO PP U PP OTP PR 249
[ I [ | A o T Lo 1 S OO PP TP PP TP 249
[t G 0101 o= PP 249

2 30 T A To 1= T TP PR P PP UPPPURPTRI 250

2 30 R T o | ST PP PP PP PURPRTRI 250
A =1 =T U= d IR T= o (oo PSS 251
2 R 1 01 1= - Vo= PSS 251
B.2.2.2 MAC ... e et e e e e e s 252
B.2.2.3  MOUEI ...ttt e et e e e e e e e e e e e e e e 252
G I (=1 =Ty o T= ] IR T=T o 1o o PSSR 252
2 T2 R | [ To | = ox 1T o TSP 253
= N o (=1 1 =1 1 o o BT EPU PRSP 253
BL2.4.2  PAIN ot bt b e ekt R bt e E et e eh bt e E e e e b et e e Re e e hr e e anne e e nbneennneeaa 254
B.2.4.3  SEVBIILY ..ttt s 254
L2 R o] - 11T o PSSR 254

2 T2 ST 1 1Y/ -V ] S 1T 1o ) o TSP 255
B.2.5.1  diSAble_AULOBOOL....... .. 255

2 P T 1 [0 11 1T FO OO OP P UPPTOURRRTRO 255
P TRC T o - 1 [OOSR P P UPPTOURPRTRO 255
o I | 7= 0] IS T=Tex 1o o H OO OO OO SO RTRR ST 255
[ 2 0 A= 1 o Yo=Y o] PR PRPP SRR 256
[ T~ . PP PPR PP 256
B.2.7  [SCSI_N] SECHON ...ttt ettt e h e it et et e st e ke she e bt e he e st en e e e eabesaeebeebeebeententenbeseeebesbeebeentensensenbenbeee 257
230 O T (1 o [ GO PRSPPI 258
= A 1Y/ o1 TP PO PUPPPPRPPPPP 259
B.2.7.3  PASS_TNIOUGN ...ttt e et e et e e e b e e e b e e e e e b a e e e e ba e e e e nnba e e e e nnres 259
[ A R (=T 1010 1V 7= o TR P UPTPP SRR 259
B.2.8  [SCSIX_N] SECUIOMN ...ttt ettt ettt s he bt e st et e te st e besbeebeea e e st en e e e eabeseeebeeheebeententebe st e ebesbeebeentensensensenbeee 260
2 T2 I Vo [ = T=Tt 1o o 1RSSR 261
P TN R o - 1 IO SO OO PR UPRTOURRUR 261
B.2.9.2  PASS_TNIOUGN .. ..ottt e e oo et b et e e e e e e e h e b b e et e e e e e e e bab b e e e e e e e e e anbaereeas 261
2 O I (o] F= 1S ] RS Y=ot T IR PP 262
2 T2 5 R (o o] o)V IR Y= o1 1 RSP 262
2 30 5 0 A 1 o1 T OO P PP TP OUPRTR 262
222 5 7 o - o PSSO 262

© Stromasys 1999-2022 9/ 300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

B.2.12  [SYSIEM] SECLION ....cceieititeeeete ettt ettt et e et et e st e be s bt eh e e aeeaten e e s e e besaeebeeaeententensebesbeebesbeeaeeneenteeeneenbeee 262
2 22 2 R o7 o 10 - 1 1 PSS 263
22 2 o T - 1111 PSSP 263
2 2 T To T o o1 1= PSSRSO 263
[ 2 S 1 =T o1 1= PRSP 263
2 P S 11 To T [ TR USRI 264

B.2.13 [vconsole] Section (Charon-SSP/AV ONIY) ..ottt ettt sttt 264
2 20 e T A o To ] A OO OO ST PP PURRTR 264
2 e B~ - U oo =01 [ PSRRI 265
2 G TR T =S ot - T o7 =1 PSR SS 265
2 P R T S 1Y o1 TR R PP OURR 265
[ S T (o o T o T- L1 OO T PO U P PP PTPPPPP 266

B.2.14  [HYA] SECLON ...ttt b ettt h e st b bbb st b b st h e bt bt b et bt bbbt bt e bt b e et b e eene 266
2 20 0 3 o To ] A OO P R UPPPURRTRI 266
B.2.14.2  IESIICE _BCCESS ..uuuuuuuuuiiiiiuiiii s 267
B.2.14.3  SEAI_CONSOIE ...ttt ettt e s a bt e oo e a b et e e e e kbt e e e aa b bt e e e aabe e e e e e be e e e e abr e e e e annees 267
L 1Y/ oSO RRP PR PPPPR 267
[ S T (o o T o T= 11 O OO PP U P PP OTPPRPP 268
= G =111 0] [ PP PP PP TP PPP 268

B.2.15  [HYD] SECLON ..ottt bbb bbb bbb bbbt be b et be e 268

= 0 I T 137 S Y= o1 1 o] o S 269

B.2.17  [dIQi_PPtN] SECHON ...ttt b et b et s bbbt b et b e e b et bt e b et e bt b et e b b e et be e 269
2 P 0 R o - £ SO OO PP P PR UPPPURRRTRI 269

B.2.18  [GPID_N] SECHON. .....cotiieiietiteieterteet ettt b et h bt h e bbbt s b et bt e b et e bt e b et e bt b e bbb e et be e 269
2 P R T A o - £ SO OO TP P P UPPTPURRTRI 269

e T [ o =Ttz 11 1= IR Y=Tox 1 oo PSSR 270
L2 2 L T R =110 PSS 270

2 T2 0 B | 1ot =Y g ST oY ST =T o ] o TSP 270
B.2.20.1  reQUIAT_KEY Q... e s 270
B.2.20.2  DACKUP _KEBY Il ... s 271
B.2.20.3 SOV et 271
2O I A o - Tod (U o =] A= O PRSPPI 271
B.2.20.5 server_key and DackUp_SEIVEI_KEY .......ccoo it 271

2 T2 R [0 =Y o 1 odcY IS Y=t 1o o TSRS 272
2 P N A 1Y o1 T O O O OO PP PP UPPOUPPRTRON 272
B.2.21.2  AUAIL_AISPIAY ....uuueerieiiiiiiii s 272
[ e B =T 0 o] (R o 1] ] = PRSP PR 273
B.2.21.4  diSPIayl and QISPIAY2......cccoiuiiieiiiiiee ettt e et bt e et b e e e e anba e e e e nnees 273
B.2.21.5 remote_portl and remMOE_POM2 .........ccuuiieiiiiiee ittt ettt sb et e e s st bt e e s ssbe e e e e snbe e e e e anbaeeesanbaeeeeanees 273
L2 2 T o7 1 1 1< | PSS 273
L N A 1 4 To U Y o T o AT PO P TP U PP UPPPPRPPPPP 274
[ R T (<)Y o To = 1 (o I o Lo AT TP UPRPPR PP 274
(S e I (<)Y o T T= 1o I =\ Yo 11 | PP UPT PP 274
[ 2 KO I (=TT ] (V] 1o T o DT PP PTTP SRR 275
B.2.20. 11 fUIL SCIEEN ...ttt s 275
B.2.21.12  TEITESIN AL .. it s 276

2 T2 - 10 To [0 S 1Yo 1o o RSSO 276
B.2.22.1  @NADIE ...t e e e b et e e e e e e e e e aa b ettt e e e e e e e babaeee e e e e e e anbeereeas 276
B.2.22.2  SEIVEN . s 276

o e T [ VT o] IS =T [0 [OOSR 276
B.2.23. 1 BNADIE ..ot E et 276

2 T2 R (o] o o] IS T=Tox 1 o] o TSP 277
2 P S o - {3 H T OO OO P P UPPTOUPRUR 277

© Stromasys 1999-2022 10/ 300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

C  AppendiX — OpenBOOt CONSOIE ...t e e e e eeeanes 278
C.1  OpenBo0ot CONSOIE OVEIVIEW...ueueeeeeriieeerrrsnnereeresssessssssnseesesssssessssssnsesssssssssssssnssssessssssssssssssesssssssssssanns 278
C.2 OpenBoot Console COMMAaNd REFEIENCE auuuiiiiiiiiieirrnrreeeriiiiecsrnerreeeesssessssenseeeesssssssssssssssesssssassssanns 278

C.2 1 DAINNET ettt et ettt e et et e e be e beeatesaaesbeeaseeateeaseeaeeebeeabeeabaeabeeabeeabeeheeaheebeeabeeateeabeeheebe e beebeerteeraesaeeareereenes 278
(OS2 o To To ) ARSI 279
C.2.3  UBVANIAS. .. .ccti ettt ettt ettt ettt et e e te et e et e s teesbeeabe e beeabeeaeeebe et e et e e beeabeeraeehaeaheebeeabeeateeabeeheebe e be e beerteeaeesaeeareenreents 279
(OS2 R 0T o R STUPRRORSN 280
C.2.5  NSTONY ...ttt ettt b et b e bt be bt b e s bt e bt e bt e bt b e s e e he e b e e Rt b e e Rt R R he bt e he b b ne bt ene b et b et ene 280
LS ST 01V 1= 1SRRI 281
C.2.7  NVUNAIAS ..ceveeveeiicie ettt ettt ettt et e et e e te e taestaesteesbe e beeabeeasessaaabeessaenbeessesssessaesseenseeaseeaseesbesssebeenbeenbeessesnsesaeenreenseenes 281
(OS2 T o101 (= 0 V2RSSR 281
2.9 PrODE-SCSI ..ttt h et h et h et h bt h e b e h e b e h ek e bRt ae b e ae bbbt ne bt be e 282
C.2.10 Uit eeueeeeeeeeee e eee et eee e e e e ee e s ese e eese e ee e eseee e e ee e st ee e eeeee e e et e e e e ee et ee e s ee e e ee e e ee e s 283
Ot R (=11~ OSSPSR 283
O T (= 0 YOO PRORTPPRURRRRN 284
C.2.13  SNOW-OEVS ...ttt ettt ettt e et s e s te e s be e be e b e etbeeteeebe et e eabeeabessaesaeesaeenseeaseeaseeaseessesbeenbeenbeessesanesaeenseenseenss 284
O =] T 1V o £ 2RSS 285

D Appendix — Command-Line Utilities Reference ...t 286
D.1l  PrerEQUISITES tiiiccerrereeeerierieeriseereeeeeseesesssssseseesssssessssssnseessssssssssssssssessssssssssssnsssssssssssssssssnnsessssssssssssnnnnnes 286
D.2 Disabling the Charon-SSP AQENT SEIVICE ciiiiiiccrrrrereeriericcesssnnreeeeesiesessssssneeesssssessssssnsssssssssssssssssssseses 286
D.3  CoNnfigure the SNEll Path ... eieieeicccceneeeeeeiiccecsrneeeeeeessscsssssanseeeesssssesssssssseesssssessssssnssssssssssssssnnsssenes 286
D4 TOOIS REIEIEINCE..iiiiiiiiicccrerreeteticeesssrnerre e s et ssesssssanseeeesssssssssssnsseesesssssssssansseessssssssssssnnnnesssssssssssannnnnes 287

D.4.1 Sentinel HASP LICENSE ULIHLIES ....cccviiieieeciee ettt sttt ettt e st e st e e st e e ba e beesbeensesraesraesaneseeenseenes 287
[ I R o = 1] o ] T/ (RSP PP TP 287
[ N o - 1] o T U oo F= 1 (= S PRSP OTPPR 289
DR N (o = Vo [T U1 {1 1 1= TSP 290
D.4.2. 1 MKASKCMIA ... s 290
DLZ.2.2 M oo s 291
D.4.3 VE LICENSE SEIVEIN ULIIIES ...cueeviieieriieieieeeeteee ettt ettt ettt s e e e et e tesaestesseessensensesessessessesseeneensensensensenns 292
D.4.3. 1 THE C2V ULIILY ..eeeeeiiieei e e 292
D.4.3.2  THRE V2C ULIILY ...eeeeeiieiii e e e 292
D.4.3.3  The liCeNSE _VIEWET ULIlILY ......ueeiiiiiiii ittt e e e e sttt e e e e e e e s e bbb e e e e e e e e e e snnbeeeeeas 292
D.4.3.4 The @SXi_DING ULIIY ....coooi ittt e e e e e e bbbt e e e e e e e e bbb b e e e e e e e e e snnbneeeeas 293

E Appendix — Additional Information for Cloud ...........cccooiiiiiiii i, 294
E.1 Dedicated NIC fOr GUEST SYSTEIM ciiiiicericerreereiiiccrssenreeeesiissessssssnseessssssssssssnssssssssssssssssannressssssssssssnnnenes 294
E.L.1  BASIC CONCEPL.... ettt ettt sttt a et e e e e st be s heeheea e e st e eeseebesheebeeaeeaten e e e enbeseeebeebeeheententebesbeebesbeebeentensensenbenbesee 294
2 o a1 ilo T8 = Lu T T bt U o] o =TSSP 296

e 110 e 1= 299

© Stromasys 1999-2022 11/300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

Document Revisions

Date Document version | Comments

25 March 2021 Version 1 Initial version Charon-SSP 5.0 User’s Guide (current
product version 5.0.1)

16 April 2021 Version 2 Error correction in license configuration section.

03 June 2021 Version 3 Updated version number to bug fix release 5.0.2.

25 June 2021 Version 4 Clarification regarding the use of USB dongles on
Microsoft Hyper-V; other small changes for consistency
purposes.

30 June 2021 Version 5 Removed minor version humber from title page as
document applies to all Charon-SSP 5.0 versions.

15 July 2021 Version 6 Correction regarding the requirements for VE licensing
in VMware environments.

04 February 2022 Version 7 Removed obsolete bug caveat for Charon Manager on

Windows; typo corrections

© Stromasys 1999-2022

12/300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

1 About This Guide

This preface describes conventions and content of this user's guide. It describes the intended audience, how to obtain
copies of this guide, related documentation, and further support.

Please note: the sample outputs in this document may show different versions than the one documented in this manual,
but they are still representative of what a user will see.

1.1 Intended Audience

This user’s guide is intended for anyone who needs to install, configure, or manage the Stromasys Charon-SSP
processor/platform virtualization software. A general working knowledge of Linux and its conventions is expected.

1.2 Document Structure

This document contains the following main sections:

Charon-SSP Product Overview: provides an overview of the emulator concepts, the supported guest operating
systems and the supported emulated hardware. It also provides an overview of the different licensing options.
Host System Requirements: minimum hardware and software requirements that a Charon-SSP host system must
fulfill.
Charon-SSP Software Installation: installation of the individual software packages making up the Charon-SSP
product; information about some package-specific additional prerequisites.
Configuring and Using the Charon-SSP Software: introduction to the operation of Charon-SSP Director and Charon-
SSP Manager; creating a virtual SPARC system and configuring the virtual hardware; running and accessing a
Charon-SSP instance.
Additional Charon-SSP Tools: configuring supporting tools such as iSCSI initiator, NFS server, and VNC server.
Data Transfer to/from Charon-SSP Host and Guest: introduction to different methods for data transfer to/from the
Charon-SSP host that are intended to support migration situations.
Charon-SSP License Management: introduction to the Charon-SSP license management tools for Sentinel HASP
licenses and a basic overview of license management for VE licenses.
SSH VPN — Connecting Charon Host and Guest to Customer Network: example of configuring an encrypted tunnel
to the Charon-SSP host across a public network.
Charon-SSP Software Upgrade and Charon-SSP Software Deinstallation
Appendices:

o Configuration File Reference
OpenBoot Console Reference
Command-Line Utilities Reference
Charon Manager and Director for Microsoft Windows
Additional Information for Cloud Images
Index

O O O O O

© Stromasys 1999-2022 About This Guide 13/300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

1.3 Products Covered in this Guide

This user’s guide covers the configuration and management of all Charon-SSP products. For cloud-specific marketplace
images, there is a separate, cloud-specific Getting Started guide to cover the cloud-specific details

Charon-SSP products discussed in this user’s guide:

1. Conventional product provided in the form of individual RPM installation packages that make up the overall product:
e The emulator software itself. This includes the packages for conventional on-premises installations (using HASP
licensing) and for virtual environment installations (typically cloud installations and on-premises VMware
installations) that require a VE license server:
o Charon-SSP/4M for Linux
o Charon-SSP/4U (+) for Linux
o Charon-SSP/4V (+) for Linux
e Management components of the product:
o Charon-SSP Agent for Linux
o Charon-SSP Manager for Linux and Microsoft Windows
o Charon-SSP Director for Linux and Microsoft Windows

2. Baremetal appliance provided as an ISO installation file:

This appliance includes the full Charon-SSP software set and the underlying host operating system. The system is
managed mainly via the customized Charon Baremetal GUI. However, the user can access the host operating
system if required.

3. Prepackaged cloud-specific images that are provided on the different cloud marketplaces. They include the full
Charon-SSP software set and the underlying host operating system and may be available on a cloud marketplace in
one or both of the following configurations:

a. Cloud-specific Charon-SSP Automatic Licensing (AL) image using a public, Stromasys-operated, cloud-
specific license server.
b. Cloud-specific Charon-SSP Virtual Environment (VE) image using a customer-operated, private VE license
server.
These images are provided via the marketplaces of different cloud providers.
At the time of writing, it was planned to provide one or both image types on the AWS, OCI, Azure, and GCP
marketplaces. Please always refer to the cloud-specific Getting Started Guides of the Charon-SSP products on the
Charon-SSP documentation page to find up-to-date information about marketplace availability.

Important information regarding the Barebone and Baremetal software variants:

Starting with Charon-SSP 4.1.21, the former Barebone image has been merged with the former Baremetal image to form
the new Baremetal version. The new Baremetal version is covered by this user’s guide. There is no longer a separate
user’s guide for Baremetal.

If you are currently running a Barebone installation from a previous version, you can upgrade Charon-SSP using the
appropriate RPM files. However, there is no longer a Barebone installation 1SO.

© Stromasys 1999-2022 About This Guide 147300


https://stromasys.atlassian.net/wiki/spaces/KBP/pages/39158045/CHARON-SSP

Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

Charon-SSP product packaging overview:

The following image provides an overview of Charon-SSP packaging, the associated licensing, and the applicable

product documentation:

Typical non-

cloud inst.

Typical cloud

installation

‘ Packaging ‘ |
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Documentation

Conventional RPM
Packages *

Sentinel HASP licensing

General

Baremetal 1SO ‘
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VE RPM packages
in VMware

Customer-operated
Virtual Environment (VE)
License Server in suppor-
ted VMware environment

User’s Guide
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Automatic
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Automatic licensing (AL)
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Cloud-specific
Getting Started
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Virtual Environ-
ment. images

VE RPM
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Virtual Environment (VE)
License Server in
supported cloud
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Charon-SSP
User’s Guide

packages *

D Product kits download provided by Stromasys

D Installation via cloud-specific marketplaces
[ | Applicable licensing method

D Applicable documentation

Please refer to the Stromasys product documentation for Charon-SSP for additional user’s guides and to section Charon-

Figure 1: Charon-SSP variant overview

* Conventional RPM packages can also be installed on a cloud
instance (require Sentinel HASP licensing).
VE-enabled RPM packages can also be installed in a non-cloud
setting (require a VE license server in a supported cloud).

Such installations do not represent typical installation settings.

SSP Product Variant Comparison for important functional differences between the product variants.
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1.4 Obtaining Documentation

The latest released version of this manual and other related documentation are available on the Stromasys support
website on the Stromasys Charon-SSP documentation page.

1.5 Obtaining Technical Assistance or Product Information

1.5.1 Obtaining Technical Assistance

Several support channels are available to cover the Charon-SSP SPARC virtualization product.

e If you have a support contract with Stromasys, please visit http://www.stromasys.com/support/ for up-to-date
support telephone numbers and business hours. Alternatively, the support center is available via email at
support@stromasys.com.

e If you purchased the Charon-SSP product through a Value-Added Reseller (VAR), please contact them directly.

1.5.2 Obtaining General Product Information

If you require information in addition to what is available on the Stromasys Product Documentation and Knowledge Base
and on the Stromasys web site you can contact the Stromasys team using https://www.stromasys.com/contact/, or by
sending an email to info@stromasys.com.

For further information on purchases and the product best suited to your requirements, you can also contact your regional
sales team by phone:

Region Phone Address

Room 1113, 11/F, Leighton Centre
Australasia-Pacific +852 3520 1030 77 Leighton Road, Causeway Bay,
Hong Kong, China

. 2840 Plaza Place, Ste 450
Americas +1 919 239 8450 Raleigh, NC 27612, USA
Avenue Louis-Casai 84

Europe, Middle-East and Africa  +41 22 794 1070 5th Floor
1216 Cointrin, Switzerland
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1.6 Conventions

Throughout the document, the following conventions apply:

Notation Description

$ The dollar sign indicates a reference to the environment variables for UNIX / Linux variants.
# The number sign represents the super-user prompt for UNIX / Linux.

User Bold type in interactive examples indicates typed user input.

input

Bold monospace type enclosed by angle brackets indicates command parameters and parameter
values.

<path>
Output  Monospace type in interactive examples indicates command response output.
[1 In syntax definitions, brackets indicate optional items.

In syntax definitions, a horizontal ellipsis indicates that the preceding item can be repeated one or

more times.
dsk0 Italic monospace type, in interactive examples, indicates typed, context dependent user input.
& This symbol represents the Enter key without typed user input. Used, for example, to tell the user to

select the default value by pressing enter.

{version} ' Indicates version of Charon-SSP release in the format major.minor.revision for example: 4.4.1

The following document specific definitions apply:

Term Description

Host The hardware and the Linux 64-bit-system on which Charon-SSP/4M/4U/4V runs.

Guest The virtual SPARC (or emulated SPARC) created by Charon-SSP/4M/4U/4V on the host.
Linux Any Linux version supported as a host system for Charon-SSP.

Windows All supported versions of Microsoft Windows.

The core SPARC virtual machines are available in the following versions:
e Charon-SSP/4M: 32-bit SPARC V8 Sun-4m architecture
e Charon-SSP/4U(+): 64-bit SPARC V9 Sun-4u architecture
e Charon-SSP/4V (+): 64-bit SPARC V9 Sun-4v architecture with additional features

The products listed above support almost identical configuration mechanisms, system console, and interfaces. Therefore,
options, interfaces, etc. that apply to all emulators will be collectively called Charon-SSP in this document. Platform-
specific features will be identified and the relevant platform will be specified.
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2 Charon-SSP Licensing Options Overview

As shown above, there are different licensing options applicable to one or more of the different product variants. Please
note that this relates to Charon product licensing only. The user is responsible for any Solaris licensing obligations and
must provide the appropriate licenses. This section provides an overview of the Charon-SSP product licensing options.

2.1

Sentinel/Gemalto HASP Licenses

Sentinel HASP licenses are the "traditional” licensing method for Charon emulator products. Main characteristics:

Software and hardware (dongle) licenses.

Based on third-party vendor solution.

Require special third-party license driver software (provided as part of the Charon-SSP product kits).
Installed on Charon-SSP host or separate license server.

Problematic in cloud environments.

USB dongles are a flexible and host-hardware independent solution for on-premises installations.
The customer is billed for the license by Stromasys.

Please refer to the section Charon-SSP License Management for details about managing such licenses.

2.2 Charon-SSP Automatic Licensing for Cloud Environments

When installing Charon-SSP AL from a supported cloud marketplace, the cloud instance automatically receives a license
at first launch. The license server must be reachable via a cloud-specific public IP address. The license server is operated
by Stromasys. The customer is billed by the cloud provider.

2.3 Virtual Environment (VE) Licenses

Other license types have drawbacks that prompted the development of VE licenses:

USB dongles are not suitable for cloud environments. Their use in VMware environments is complex.

Sentinel software licenses are easy to install in a cloud or VMware environment. However, their ties to real
hardware characteristics also make it easy to inadvertently invalidate them in such environments. Hence, they are
not suited for use in cloud environments and difficult to use on VMware. Other Sentinel software license types do
not provide the same level of license security.

Charon-SSP automatic licensing does not allow a customer-specific environment in the cloud without Internet
access. This is not suitable for many customers who require a private cloud network environment complying with
their own security and management policies.

VE licenses are designed to enable the ease-of-use of software licenses while providing a high level of security for
licensing Charon-SSP products in virtualized environments. At the time of writing, VE licenses are specific to supported
cloud and VMware environments. The main characteristics of VE (Virtual Environment) licenses are the following:

Software licenses only.
Developed by Stromasys.
Installed on Charon-SSP host or separate license server.
Require the Charon-SSP VE license server software.
Require matching Charon-SSP VE emulator software.
The customer is billed for the license by Stromasys.
Support at the time of writing:
o VE license server availability: supported clouds (at the time of writing: AWS, OCI, Azure, GCP, and IBM)
and VMware environments
o Charon emulator product support: Charon-SSP products.

Please refer to the VE License Server Guide for details about managing licenses in such environments.
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3 Charon-SSP Product Overview

3.1 General Information

In 1987, Sun Microsystems released the SPARC V7 processor, a 32-bit RISC processor. The SPARC V8 followed in
1990 - a revision of the original SPARC V7, with the most notable inclusion of hardware divide and multiply instructions.
The SPARC V8 processors formed the basis for several servers and workstations such as the SPARCstation 5, 10 and
20. In 1993, the SPARC V8 was followed by the 64-bit SPARC V9 processor. This too became the basis for several
servers and workstations, such as the Enterprise 250 and 450.

Due to hardware obsolescence and lack of spare or refurbished parts, software and systems developed for these older
SPARC-based workstations and servers have become harder to maintain. To fill the continuous need for certain, end-of-
life SPARC-based systems, Stromasys S.A. developed the Charon-SSP line of SPARC emulator products. Charon-SSP
products are software-based, virtual machine replacements for the specified native-hardware SPARC systems.

The Charon-SSP virtual machines allow Existing Application Existing Application

users of Sun and Oracle SPARC-based
computers to replace their native
hardware in a way that requires little or
no change to the original system
configuration. This means you can
continue to run your applications and
data without having to switch or port to
another platform. The Charon-SSP
software runs on commodity, Intel 64-bit
systems ensuring the continued
protection of your investment.

Layered Software Layered Software

SunOS/Solaris SunOS&/Solaris

CHARON-SSP
SPARC

Virtual Machine
SPARC Server

Hardware

Linux

x86-64 PC Server

Figure 2: Seamless migration from SPARC hardware to virtual SPARC on x86-64

A general overview of the emulated hardware families is shown below:
Charon-SSP/4M emulates the following SPARC hardware:

Sun-4m family (represented by the Sun SPARCstation 20):
Originally, a multiprocessor Sun-4 variant, based on the MBus processor module bus introduced in the
SPARCServer 600MP series. The Sun-4m architecture later also encompassed non-MBuUs uniprocessor systems
such as the SPARCSstation 5, utilizing SPARC V8-architecture processors. Supported starting with SunOS 4.1.2
and by Solaris 2.1 to Solaris 9. SPARCServer 600MP support was dropped after Solaris 2.5.1.

Charon-SSP/4U(+) emulates the following SPARC hardware:

Sun-4u family (represented by the Sun Enterprise 450):
(U for UltraSPARC) — this variant introduced the 64-bit SPARC V9 processor architecture and UPA processor
interconnect first used in the Sun Ultra series. Supported by 32-bit versions of Solaris starting from version 2.5.1.
The first 64-bit Solaris release for Sun-4u was Solaris 7. UltraSPARC | support was dropped after Solaris 9.
Solaris 10 supports Sun-4u implementations from UltraSPARC Il to UltraSPARC IV.
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Charon-SSP/4V (+) emulates the following SPARC hardware:

Sun-4v family (represented by the SPARC T2 and T4):
This variation added hypervisor processor virtualization to the Sun-4u; introduced in the UltraSPARC T1 multicore
processor. Selected hardware was supported by Solaris version 10 starting from release 3/05 HW2. Most models
- including the hardware emulated by Charon-SSP - require newer versions of Solaris 10. Several Solaris 11
versions are also supported.

For up-to-date information about supported features and versions refer to the sections Supported Guest Operating
Systems and Supported Virtual Hardware below and to the release notes of your product.

Charon-SSP/4U+ supports the same virtual SPARC platforms as Charon-SSP/4U, and Charon-SSP/4V+ the same as
Charon-SSP/4V. However, the 4U+ and 4V+ versions take advantage of Intel’s VT-x/EPT and AMD’s AMD-v/NPT
hardware assisted virtualization technology in modern CPUs to offer better virtual CPU performance. Charon-SSP/4U+
and Charon-SSP/4V+ require CPUs with VT-x/EPT or AMD-v/NPT support and must be installed on a dedicated host
system. Running these product variants in a VM (e.g., on VMware) is not supported.

Please note: unless otherwise mentioned, the terms Charon-SSP/4U and Charon-SSP/4V also include Charon-SSP/4U+
and Charon-SSP/4V+.

3.2 Supported Guest Operating Systems

The Charon-SSP/4M virtual machines support the following guest operating system releases:
e Sun0S4.13-4.1.4
e Solaris 2.3 to Solaris 9

The Charon-SSP/4U(+) virtual machines support the following guest operating system releases:
e Solaris 2.5.1 to Solaris 10

The Charon-SSP/4V (+) virtual machines support the following guest operating system releases:
e Solaris 10 (starting with update 4, 08/07) and Solaris 11.1 to Solaris 11.4

Please note:
e For the emulated SPARC T4, supported Solaris 10 versions are:
Oracle Solaris 10 1/13, Oracle Solaris 10 8/11, and Solaris 10 9/10, or Solaris 10 10/09 with Oracle Solaris 10
8/11 patch set.
e The emulated SPARC T4 model is a prerequisite for running Solaris 11.4 in the emulator.

Solaris licensing: the user is responsible for any Solaris licensing obligations and must provide the appropriate licenses.

© Stromasys 1999-2022 Charon-SSP Product Overview 20/300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

3.3 Supported Virtual Hardware

The different families of Charon-SSP virtual machines support different emulated hardware devices. The tables below
describe the device features and maximum numbers supported by the different Charon-SSP virtual machine families.

The available virtual hardware also depends on the installation environment. For example, if the product is installed in a
cloud environment, not all the hardware supported by the product on non-cloud servers will be available.

3.3.1 Supported Virtual Hardware in non-Cloud Installations

Charon-SSP supported virtual hardware (non-cloud installation)

Charon-SSP/4M

Charon-SSP/4U(+)®

Charon-SSP/4V (+) ®

SPARC V8 (32-hbit) Y — —
SPARC V9 (64-bit) — Y® Y 6)

Max. number of CPUs 4 24 64

Max. RAM 64MB to 512MB 1GB to 128GB 1GB to 1024GB ®
Ethernet controllers (controllezr type: le) (controller tyi)zs: hme, gfe) (controller ty;es: bge, gfe)
SCSI controllers 1 2 2

SCSl target IDs 7@ 300 300

VDS storage devices — — 120®

2 built-in ports

2 built-in ports, PLUS
14 ports in on-board mode emulation,
OR

Vconsole, PLUS

Serial ports and 32 ports as Digi_ AccelePort 920 2 built—.in ports, PLUS
8 ports as SBus card (STC) emulation, OR 14 ports in on-board mode
emulation PCI pass-through ® with emulation
32 ports (4 x Digi AccelePort 920) or
8 ports (4 x Digi AccelePort C/X)
Parallel ports 1 — —
Floppy drive 1 — —
Graphics controller 1 (CGTHREE or CGSIX ™) 1 (CGSIX or RAGE XL) —
Audio controllers 1 (DBRIe) 1 (DBRIe) —
GPIB controller NI-488.2 GPIB device in PCI pass- .
through mode ¥
USB ports — 1 1

(@ Charon-SSP/4U+ has same virtual hardware specification as Charon-SSP/4U, Charon-SSP/4V+ the same as
Charon-SSP/4V. 4U+ and 4V+ are only supported on physical (baremetal) hardware with Intel VT-x/EPT or AMD-v/INPT
support running Charon-SSP Baremetal, Barebone, or a supported cloud-specific marketplace image (using the Linux
kernel provided by Stromasys).

2 SPARC V9 is backward compatible. Hence, Charon-SSP/4U can also support V8 32-bit systems.

) Each SCSI target ID can have up to 8 LUNSs. Therefore, the overall number of SCSI devices can be larger than the
number of target IDs. The exact number depends on the emulated hardware, the guest operating system and driver
versions, and the SCSI devices used.

) PCI pass-through is only supported on Charon-SSP Baremetal and Barebone (using the Linux kernel provided by

Stromasys).

®) Charon-SSP/4V supports one LDom per instance. An LDom virtual disk image can be booted by Charon-SSP directly
(system device configuration may have to be adjusted for differences in emulated hardware).
® Actual maximum values are different depending on guest OS: Solaris 10: 1TB, Solaris 11: 512GB.
(M CGSIX emulation is not supported for SunOS 4.x guest systems.

® Guest systems starting with Solaris 10-U6 can use VDS and/or SCSI storage devices.
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3.3.2 Supported Virtual Hardware in Cloud Installations

Charon-SSP supported virtual hardware (cloud installation)

Charon-SSP/4M

Charon-SSP/4U(+) @

Charon-SSP/4V (+) W

SPARC V8 (32-bit) Y — —

SPARC V9 (64-bit) — Y @ Y @
E:/ISE.Snumber of 4 24 64

Max. RAM 64MB to 512MB 1GB to 128GB 1GB to 1024GB ©®)
Ethernet controllers (controllezr type le) (controller typiss; hme and gfe)  |(controller type4$ bge and gfe)
SCSI controllers 1 2 2

SCSil target IDs 79 300 300

VDS storage devices — — 120

Serial ports 2 2 2 + Vconsole

Graphics controller

1 (CGTHREE or CGSIX ®)

1 (CGSIX or RAGE XL)

Audio controllers

1 (DBRIe)

1 (DBRIe)

(@ Charon-SSP/4U+ has same virtual hardware specification as Charon-SSP/4U, Charon-SSP/4V+ the same as
Charon-SSP/4V. 4U+ and 4V+ are only supported on physical (baremetal) hardware with Intel VT-x/EPT or AMD-v/INPT
support running Charon-SSP Baremetal, Barebone, or a supported cloud-specific marketplace image (using the Linux
kernel provided by Stromasys).

@ SPARC V9 is backward compatible. Hence, Charon-SSP/4U can also support V8 32-bit systems.

) Each SCSI target ID can have up to 8 LUNs. Therefore, the overall number of SCSI devices can be larger than the
number of target IDs. The exact number depends on the emulated hardware, the guest operating system and driver
versions, and the SCSI devices used.

) Charon-SSP/4V supports one LDom per instance. An LDom virtual disk image can be booted by Charon-SSP directly

(system device configuration may have to be adjusted for differences in emulated hardware).

®) Actual maximum values are different depending on guest OS: Solaris 10: 1TB, Solaris 11: 512GB.

® CGSIX emulation is not supported for SunOS 4.x guest systems.

() Guest systems starting with Solaris 10-U6 can use VDS and/or SCSI storage devices.
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3.4 Charon-SSP Product Variant Comparison

When looking at the Charon-SSP product features, one can look at the differences between the different emulated
models (as shown above in Supported Virtual Hardware).

Another comparison is the comparison between the different product variants. This section provides an overview of
important differences between some of the product variants.

3.4.1 Product Variant Overview

The basic functionality of Charon-SSP in the different product variants is very similar. However, the product variants also
have important differences. This section provides a brief (incomplete) overview.

Conventional RPM installation (Sentinel HASP licenses)

The product is installed as individual RPM packages on a supported Linux distribution and version. For on-premises
installations, it offers the greatest flexibility for any customization and for integration into the customers’ system
management environments.

Please note: Starting with version 4.1.21, the Barebone I1SO is no longer available. This functionality has been merged
with the Baremetal product. If you are currently running a Barebone installation from a previous version, you can upgrade
Charon-SSP using the appropriate RPM files.

Baremetal product (Sentinel HASP licenses)

Charon-SSP Baremetal is a software appliance distributed as an 1SO installation file. The main management interface is
the customized Baremetal GUI. However, the user can access the underlying host operating system if required. The
Baremetal variant provides a fast and easy way to set up Charon-SSP in an on-premises scenario.

Please note: Starting with version 4.1.21, the former products Barebone and Baremetal have been merged to form the
new Baremetal product. The table below refers to this new product.

Cloud-specific Charon-SSP Automatic Licensing (AL) versions

Cloud-specific versions of Charon-SSP (at time of writing for AWS, OCI) provide a Charon-SSP AL image that can be
used to easily launch a Charon-SSP host as a cloud instance containing all the necessary software. Licensing is set up
automatically at launch, and usage is billed through the cloud service provider. The Charon-SSP host must have access
to the Internet for licensing to work.

Charon-SSP for use with VE (Virtual Environment) licenses

Very similar to the non-VE conventional product with respect to installation and management. However, it is mainly
intended for installation in cloud and VMware environments. This product variant is provided for conventional RPM
installations and may also be provided by Stromasys as cloud-specific images on the marketplaces of supported
cloud-providers.

The main differences when compared to a traditional on-premises installation are the following:

e This product will be installed in a cloud or VMware environment. In such environments there are restrictions
regarding the supported virtual hardware (e.g., PCl pass-through devices and USB removable devices cannot be
used).

e Licensing is provided by a VE license server software package on the emulator host system itself or on a Linux
system in a supported cloud or VMware environment (see the VE license server guide for details). The customer
manages the license server and purchases the license from Stromasys.

Charon-SSP for VE licensing provides a flexible licensing model in a private, customer-specific cloud or VMware

environment. The Charon host does not require access to the public Internet for licensing to work. At the same time, this
product variant also offers the flexibility and customizability of the conventional RPM-based product variant.
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3.4.2 Product Variant Comparison

The following table lists important differences between three of the Charon-SSP product variants (as opposed to the
differences between the different emulated architectures):

Functionality differences

Conventional Baremetal
and VE (RPM)

AL cloud images ©

General differences

Linux operating system upgrades
from distribution repositories

Special GUI for host management
Special user accounts for Charon

Licensing general

Changes to number of host CPUs
possible

Internet connection required
Jumpstart

Network interface sharing (not
recommended)

Configurable log path
Additional tools
Emulated HW differences
4U+ and 4V+ support

PCI pass-through devices (Digi
and GPIB)

Digi AccelePort emulation
Additional on-board serial lines
USB devices

Parallel port

Floppy drive

Physical SCSI devices

External serial console via TCP
Physical serial ports

Host HW differences

Customer selectable hypervisor
support

© Stromasys 1999-2022

Y Restricted (kernel version
(no support for dependencies for
4U+, 4V+, and 4U+/4V+ and PCI pass-
PCI passthrough) through)
N Y
N Y @)

Conventional: HASP HL/SL/Network license

VE-enabled emulator versions: customer-
managed VE license server (not on Baremetal)

If VE or HASP software license is used, new
license may be needed; software and
hardware license may have to be updated

N
y ©®

Y (non-cloud only)

Y
X11, iSCSI, NFS X11,iSCSI, NFS, VNC

Yy @

Y @
Y ©®)
Y @
Y ®
V26
disk, tape, CD-ROM, generic ¥
Y
Y ©

v @

Charon-SSP Product Overview

Restricted (kernel version
dependencies for 4U+/4V+)

Y @)

Stromasys-managed cloud-
specific license server

Invalidates license; requires
setup of new cloud instance

X11

Y )

2\ 2 2 2

disk
N

Only via terminal server

N ©)
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Notes

(@ Not for Charon-SSP/4U+/4V+ (require VT-x/EPT or AMD-V/NPT support); supported Hypervisors are listed in Host
System Requirements.

@ Not supported on Charon-SSP/4M; not supported when installed in cloud environment.
) Charon-SSP/4M only

4 User charon for GUI operation, SFTP access, and Charon Manager integrated SSH tunnel. User sshuser for setting
up the general SSH VPN tunnel and for interactive command-line access, root access possible.

) Normal cloud instances run on shared hardware; a "baremetal" virtual hardware type must be offered by the cloud
provider to run Charon-SSP/4U+/4V+. Please contact Stromasys or your Stromasys VAR if you require this type of
emulated SPARC hardware.

® Similar product characteristics are to be expected for all cloud-specific Charon-SSP AL images.
() If provided as a pre-packaged VE image on a cloud marketplace, it has the same user accounts as the AL images.
8 Not supported in cloud environment.

©) Physical SCSI device and VDS device support in cloud environments: disk only
Physical serial line support in cloud environments: only via terminal server.
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4 Host System Requirements

To ensure good performance for the emulated SPARC systems, it is important to follow some guidelines regarding the
setup of the Charon-SSP host system as described in the following sections.

4.1

Minimum Host System Hardware Requirements

To run the Charon-SSP emulator products, the host system must have one or more modern x86-64 architecture
processors providing more than two cores in total.

Minimum regquirements for the host system hardware:

Intel Server based on Haswell v3 processors or later, or Desktop Core 17 (CPU frequency at least 3.0GHz).
AMD CPUs of equivalent or higher performance are also supported.
Minimum number of host system CPU cores:
o Atleast one CPU core for the host operating system.
o For each emulated SPARC system:
= One CPU core for each emulated CPU of the instance.
= At least one additional CPU core for I/O processing (at least two, if server JIT optimization is
used). See CPU Configuration for default allocation and configuration options.

Minimum memory requirements:
o Atleast 2GB of RAM for the host operating system.
o For each emulated SPARC system:
» The configured memory of the emulated instance.
= 2GB of RAM (6GB of RAM if server JIT is used) to allow for DIT optimization, emulator
requirements, run-time buffers, SMP and graphics emulation.

Charon-SSP/4U+ and Charon-SSP/4V+ must run on physical (baremetal) hardware supporting Intel VT-xX/EPT or
AMD-v/NPT.

If possible, disable hyper-threading for the Charon-SSP host. If this is not possible, configure the hyper-threading
option in the Charon-SSP Manager (should you use an old version without this option, hyper-threading must be
disabled on the Charon-SSP host). See CPU Configuration for additional configuration information. If hyper-
threading is enabled on modern x86-64 CPUs, two threads can run on one physical CPU core offering two logical
CPUs to the host operating system. Under sustained high workloads, Charon-SSP may require additional (logical)
host CPUs to be assigned to an emulator to avoid a negative performance impact.

At least one available USB port (if USB license key is used). More for additional USB devices.

Single dedicated network adapter for each configured virtual network adapter in Charon-SSP unless the virtual
network functionality of Charon-SSP is used. In this case, TAP interfaces attached to a virtual bridge on the host
system can be used as the basis for Charon-SSP virtual network adapters.

Free PCI slots to install serial line cards if the Digi PCI pass-through feature is to be used.

Free PCI or PCle slots to install GPIB cards if the GPIB PCI pass-through feature is to be used.

Optical drive if DVD installation media is to be used.

Enough disk space for the host operating system and any virtual disk/tape container files required by the guest
operating system.

The sizing guidelines above show the minimum requirements.

Every use case must be reviewed and the actual host sizing must be adapted as necessary. For example, the
number of CPUs required for I/O may have to be increased if the guest applications produce a high I/O load. Also, a
system with many emulated CPUs is usually able to create a higher I/O load and thus the number of CPUs available
for /0 may have to be increased. Additional CPU cores may also be required in hyper-treading environments to avoid
threads with a high workload sharing one physical CPU core. Customer-specific workload analysis and emulator host
sizing is beyond the scope of this user’s guide. Please contact your Stromasys technical representative for guidance.

The CPU core allocation for emulated CPUs and CPU cores for I/O processing is determined by the configuration.
See CPU Configuration for more information about this and the default allocation of CPU cores for I/O processing.
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Requirements for running the Charon-SSP Linux host under a Hypervisor:

The Charon-SSP host system can run on dedicated hardware or as a VM under a Hypervisor.

Please note: if a hypervisor is to be used and if the Charon-SSP emulator software is to be used with a VE license, only
VMware is supported. See the VE License Server User’s Guide for supported versions.

Supported hypervisors for hosting Charon-SSP host systems:

VMware ESXi 5.%, 6.x, and 7.x (if Charon-SSP uses a VE license server on VMware, only vSphere versions 6.5
and higher are supported).

Xen

Microsoft Hyper-V (local HASP dongles are not supported for licensing because they cannot be passed through to
the Linux guest system; alternatives are network license, software license, or network-based USB port servers)
Linux KVM

If a VM is used:

Configure it to support a Linux x86_64 environment and follow the hardware requirements listed above to
configure the virtual hardware with enough capacity for all instances of Charon-SSP that are to run on it.
Network adapters must support promiscuous mode, or the MAC address of the emulated adapter must be hard-
coded to the MAC address of the VNIC presented to the Charon-SSP host (see Ethernet configuration section).
Guest additions (e.g., VMware Tools) that enhance the usability of the guest system (e.g., video capabilities,
mouse integration, shared folders) may be installed, but they are not prerequisites.

Charon-SSP/4U+ and Charon-SSP/4V+ utilize special hardware functionality to deliver improved performance. Due to
the hardware requirements, they can only be used on real hardware providing the correct CPU features. Running
Charon-SSP/4U+ or Charon-SSP/4V+ in a VM is not supported.
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4.2 Host System Software Requirements

This section provides an overview of the software prerequisites for running Charon-SSP on Linux.
Should you have received Charon Manager and Charon Director kits for Microsoft Windows, please refer to Charon-
SSP GUI for Microsoft Windows in the appendix.

4.2.1 Linux Operating System Prerequisites

The Charon-SSP emulator products run on Linux systems. Stromasys supports the following Linux distributions and
releases as host environments for Charon-SSP:

e Versions 7.0 to 7.9 of Oracle Linux (64 bit), Red Hat Enterprise Linux (64 bit), and CentOS (64 bit)

e Version 8.1 and 8.2 of Oracle Linux (64 bit), Red Hat Enterprise Linux (64 bit), and CentOS (64 bit)

e Baremetal system (host operating system is included for this Charon-SSP product variants)

Charon-SSP Manager and Director are also available on
e Ubuntu 17 or higher (64 bit)
e Microsoft Windows 7, 8, 10

Important restrictions:

e If the configuration on Linux version 7.x includes a dual emulated graphics display, use Linux version 7.3, or 7.7
and higher.

e Charon-SSP/4U+ and Charon-SSP/4V+ are only available as part of the Baremetal distribution and in some
cloud-specific images (depending on the hardware options offered by the cloud provider) — and only with the
Linux kernel provided by Stromasys.

o PCI pass-through features are only available as part of the Baremetal distribution — and only with the Linux kernel
provided by Stromasys.

e The Charon-SSP VE license server is currently only available for supported cloud (at the time of writing AWS,
OCI, GCP, Azure, and IBM) and VMware environments.

Anti-virus Software is not normally needed for well-managed Linux servers and can interfere with the function of the
emulator. Therefore, it is recommended, not to use anti-virus software on Charon-SSP host systems. If the customer
policy requires that anti-virus software be deployed, it should not run while the emulator is running. If this restriction
cannot be satisfied, it absolutely must not be used to scan the vdisk container files. Regular security updates to the host
operating system are recommended (but observe the kernel version restrictions mentioned above).

4.2.2 Additional Software Requirements

The Baremetal product and the pre-packaged cloud-specific images include all required software and additional utilities
for Charon-SSP.

When using the conventional RPM installation, some of the Charon-SSP components have additional software

prerequisites and require specific operating system packages to be installed. Such prerequisites are described in the
installation chapter, or together with the configuration task for which they are required.
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4.3 NetworkManager Considerations

Important information:

o Network management via the Charon Manager has changed significantly between Charon-SSP for versions 7.x
of Red Hat, CentOS, and Oracle Linux and versions 8.x of these distributions.

e The user interface remains the same, but Charon-SSP uses different operating system methods:

o Charon Manager for versions 7.x of Red Hat, CentOS, and Oracle Linux uses ifcfg-<interface> files to
store the network configuration without using the NetworkManager. This functionality is provided by the
network-scripts and bridge-utils packages.

o Charon Manager for versions 8.x of Red Hat, CentOS, and Oracle Linux uses the NetworkManager (via
nmcli commands). The network-scripts package has been deprecated for these Linux versions and the
bridge-utils package does not exist anymore. The ifcfg-<interface> files still exist and can be edited
manually, but every interface that is to be managed by the Charon Manager must be under the control of
the NetworkManager.

e If running Charon-SSP in a cloud environment: Every cloud environment has specific characteristics that could
conflict with interface configurations made manually or via the Charon Manager. Please refer to the
documentation provided by the cloud provider and the network-specific sections in the Getting Started guides of
your product to understand the networking behavior of your cloud instance before you change any interface
settings.

The sections below provide some additional information regarding the NetworkManager. Please refer to your host
system’s manual pages for additional information about the NetworkManager.

4.3.1 NetworkManager and Charon Manager for Linux versions 7.x

As described above, the Charon Manager does not use the NetworkManager to configure host network interfaces if the
host operating system is a Linux 7.x system. Interfaces managed by the Charon Manager must be excluded from the
control of the NetworkManager.

Please note: the NetworkManager is disabled by default in the Baremetal version of Charon-SSP starting with version
3.1.14 and in the cloud-specific, pre-packaged images provided via the different cloud marketplaces (they were based on
Linux 7.x at the time of writing).

The Charon Manager offers several functions to manage the host system network interfaces, add virtual bridge interfaces
(TAP interfaces), and VLAN interfaces. The Charon Manager depends on certain naming conventions regarding interface
names and interface configuration file names. Hence, if you manually create interface configuration files, please observe
the naming conventions (see Host System Network Configuration).

In an environment controlled by the NetworkManager, the NetworkManager—if configured accordingly—will create and
manage its own interface configuration files. This can sometimes lead to conflicts with the Charon-SSP requirements.

There are several options to prevent such problems:
e If the NetworkManager is not needed for other purposes, you can disable it
(commands: # systemctl stop NetworkManager; systemctl disable NetworkManager) and create
the initial ifcfg-<interface> files manually.
Example of a minimal ifcfg file:

NM_CONTROLLED=no
DEVICE=ethO
NAME=ethO
TYPE=Ethernet
BOOTPROTO=none
ONBOOT=yes
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o If the NetworkManager is required for other purposes:

o Make sure it uses the ifcfg-files (plugins=ifcfg-rh must be enabled in section [main] of
/etc/NetworkManager/NetworkManager.conf),

o Stop the NetworkManager
# systemctl stop NetworkManager

o Make sure all interfaces required for Charon-SSP have an ifcfg-<interface> file following the naming
convention described in Creating a Virtual Network, and add the line NM_CONTROLLED=no for each
interface that should not be controlled by the NetworkManager.

o Restart the NetworkManager
# systemctl start NetworkManager

If no ifcfg-file exists for an interface when the network configuration in Charon-SSP Manager is started, the conventional
and the Baremetal Charon-SSP product offer to create it using the Persistence parameter. This will create the necessary
ifcfg-file and remove the interface from NetworkManager control. Please refer to chapter Managing Host System Network
Interfaces for more details.

Please note: At the time of writing, the Persistence parameter did not exist in Charon-SSP VE and the cloud-specific

Charon-SSP AL images. Here, an ifcfg-file must be manually created before a new interface can be managed by the
Charon Manager.

4.3.2 NetworkManager and Charon Manager for Linux versions 8.x

Starting with CentOS/Red Hat/Oracle Linux 8.x, the network-scripts package has been deprecated and the bridge-utils
package is no longer available in the standard repositories.

For this reason, the network management part of the Charon Manager for these Linux versions has been changed to use
the NetworkManager capabilities via nmcli commands. The relevant Charon Manager GUI has not changed, and the
naming conventions mentioned above still apply.

The NetworkManager is a prerequisite for using the Charon Manager network management features when running
Charon-SSP on a Linux host with version 8.x. Only interfaces under NetworkManager control are considered as
usable interfaces by the Charon Manager.

If an interface configuration contains the NM CONTROLLED=no Statement, it will not be offered for use by the Charon
Manager. Such interfaces are listed as unmanaged in the output of nmec1li device and not listed in the Charon Manager
Network Settings section.

The NetworkManager also creates ifcfg-files in /etc/sysconfig/network-scripts when using nmcli. Only change these
files manually after informing yourself in detail about the operation of the NetworkManager. Changes in the network
configuration that conflict with the operation of the Charon Manager can lead to problems if manual configuration and
configuration via the Charon Manager are mixed. Manually changing the configuration files requires a reload of the
configuration (nmcli reload) or a restart of the NetworkManager. Sometimes, for changes to become active, it may also
be required to manually delete a connection.

For more information about the options provided by nmcli, please refer to the documentation and the manual pages (man
nmcli) of your host operating system.
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4.4

Firewall Requirements

This section provides an overview of the firewall requirements when running Charon-SSP.

4.4.1 Frequently used TCP and UDP Ports

Please note: The ports used by a Charon-SSP installation will be different depending on the applications running on the
host system and on the guest Solaris system. They will also depend on the configured Charon-SSP features. The

information in this section is provided for information only and can never be totally complete.

The following table provides an overview of frequently used network ports in a Charon-SSP installation:

Component Port(s) Purpose
Charon-SSP Agent (9091 (TCP and UDP) |Communication with Charon Manager and Charon Director
9101 (UDP) Communication with Charon-SSP Director

Graphics emulation

default: 11001 (TCP)

Mouse event data (default port can be changed; must be
unique on host system)

default: 11000 (TCP)

Keyboard event data (default port can be changed; must be
unique on host system)

default: 11100 (TCP),
11101 (TCP)

Remote screen emulation for single (one port) or dual (two
ports) screen (default ports can be changed; must be unique
on host system)

Telnet or TCP raw
mode serial ports

default: 9000 (TCP)

Port to access emulated serial console or other emulated
serial port via TCP. Port must be unique for each emulated
port on host system.

Xephyr X-server

6001-6100 (TCP); port
specified in X11 server
configuration

Determines the X DISPLAY number. For example: 6100
indicates DISPLAY :100. Must be unique on host system.

7100 (TCP)

Font-server port

177 (TCP and UDP)

XDMCP server

NFS server

111 (TCP and UDP)

RPC portmapper

ports assigned via
portmapper by default

use # rpcinfo -p to determine ports used

static port
assignments

For example: setting RPCMOUNTDOPTS="-p port" in
/etc/sysconfig/nfs will add "-p port" to the rpc.mountd
command.

VNC server on host
system

5901-5910 (TCP)

Actual port depends on VNC server configuration. Allow a
remote client to access the VNC server on the host system.

HASP license
manager, license
server

1947 (TCP and UDP)

Access to web-based Sentinel ACC GUI, identification of
remote network licenses served by license servers, using
remote network licenses.

HASP license client

30000 to 65535 (UDP)

Incoming answers from license servers if broadcast search is
used.

VE license server

8083 and 8084 (TCP)

Port 8083 allows clients to access the license on the license
server. Port 8084 allows access to an informational web GUI.

443 (TCP) and
902 (TCP, UDP)

Required between VE license server system and ESXi or
vCenter Server when running the VE license server in a
VMware environment.

SSH/SCP/SFTP 22 (TCP) Secure login and file transfer
PulseAudio server (4713 (TCP) Emulated audio device
iSCSI target 3260 (TCP and UDP) |Required for the initiator to access the target.
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4.4.2 Linux Firewall and Virtual Bridges

If firewall rules are to be used for bridged traffic, the kernel can be instructed to apply iptables (also arptables and
ip6tables) rules to bridged traffic.

In older versions, this option was included in the bridge functionality itself. Starting with kernel 3.18, the filtering
functionality in the form of the br_netfilter module was moved into a separate module that can be loaded by the user if
required. If the module is not loaded, no firewall rules are applied to bridge traffic and no further actions are
required to pass the bridged traffic through the Linux host system.

To check if the module is loaded use the command
# lsmod | grep netfilter

To use the firewall for bridged traffic on newer Linux kernels, the module must be loaded using the command
# modprobe br netfilter

or by defining an iptables rule that uses the physdev module

After the module has been loaded, the system configuration parameters
net.bridge.bridge-nf-call-iptables
bridge-nf-call-arptables
bridge-nf-call-ip6tables
become available. They are set to 1 by default (equivalent to echo 1 > /proc/sys/net/bridge/bridge-nf-call-iptables).
This value enables iptables rules for bridged traffic.
Setting the parameters to 0 will disable the firewall rules. They can be set permanently via /etc/sysctl.conf.

To allow bridged traffic through the enabled firewall, use commands like the following:
# firewall-cmd --permanent --direct --add-rule ipv4 filter INPUT 1 \
-m physdev --physdev-is-bridged -j ACCEPT
# firewall-cmd --permanent --direct --add-rule ipvé filter INPUT 1 \
-m physdev --physdev-is-bridged -j ACCEPT
# firewall-cmd --reload

Please refer to the documentation of your host system for more detailed information.

Please note: at the time of writing, this feature is not yet available for nftables.
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5 Charon-SSP Software Installation

This chapter describes the following installation activities:
o New installation of the RPM packages of the conventional Charon-SSP product and the VE-enabled RPM
packages on Linux (Charon-SSP RPM Installation).
¢ New installation of Charon-SSP Baremetal (Charon-SSP Baremetal Installation).
e Additional prerequisites, and recommended or necessary post-installation tasks.

Please note: This guide covers configuration and management of all Charon variants. However, it does not cover the
initial installation of cloud-specific marketplace images (of type AL or VE). Please refer to the cloud-specific Getting
Started guides for this information (see the Charon-SSP section on the Stromasys documentation page).

If you need to upgrade the Charon-SSP software, please refer also to Charon-SSP Software Upgrade.

Should you have received Charon Manager and Charon Director kits for Microsoft Windows, please refer to Charon-SSP
GUI for Microsoft Windows in the appendix.

5.1 General License Information

You need a product license to run Charon-SSP emulators. Upgrading to this Charon-SSP version from an older version
requires a license update. If you do not have an appropriate product license yet, please contact your Stromasys
representative or your Stromasys VAR.

If you have a HASP software license, please note: starting with Charon-SSP 3.0.x, Charon-SSP contains new Sentinel
license runtime versions (aksusbhd package). The new versions contain important updates. However older software
licenses (created under runtime version 2.5.1) are not compatible with the new version. Upgrading to new versions of the
runtime software in most cases requires the installation of a new software license. Downgrading to an older license
runtime version from version 7.63 or later can also cause the invalidation of a software license. Contact your VAR or
Stromasys representative to discuss the best way to upgrade.

5.1.1 Initial License Installation Overview

This section provides an overview of basic steps. Please refer to the Charon-SSP License Management chapter for more
information about managing licenses. If you use packages for use with a VE license server (package name includes the
string “ve”), please also refer to the VE License Server Guide.

5.1.1.1 Sentinel/Gemalto Licenses

After the installation of the Sentinel Runtime Software and the Charon-SSP packages, you can install the Charon-SSP
license on the system.
e If you purchased a hardware license, you can simply plug the dongle into a free USB port on the system (starting

with Charon-SSP 3.0.x, HL-MAX dongles are now also supported).

e If you purchased a software license, you must create a fingerprint file in C2V (customer-to-vendor) format
containing the system characteristics. Use this file to request a license for your system from Stromasys. Then
install the V2C (vendor-to-customer) file that you will receive from Stromasys on your system.

e If you have an existing license that needs to be updated, you must create a customer-to-vendor (C2V) file and
use this file to request a license update from Stromasys. Then install the V2C (vendor-to-customer) file(s) that you
will receive from Stromasys on your system.

e Ifyour license is a network license served by a license server, make sure your client system has access to the
license server.
The tools to manage Sentinel HASP licenses are included in the Charon-SSP installation kits and documented in this
user’s guide.
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5.1.1.2 Charon-SSP VE (Virtual Environment) Licenses

If you use a Charon-SSP VE license server and the matching Charon-SSP emulator packages, the following steps are
required:
e Configure the license server address and (optionally) the passphrase in the license section of the emulator
configuration.
e Create a C2V (customer-to-vendor) file on the license server. Use this file to request a license from Stromasys.
e The license received in response (V2C file) must be installed on the license server.
Currently, the VE license server is only available in supported cloud and VMware environments. Please refer to the
VE License Server Guide for information about how to request and install a license on such a license server.
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5.2 Charon-SSP RPM Installation

5.2.1 Installation Packages Overview

5.2.1.1 Charon-SSP Components

Charon-SSP includes the following parts. Unless otherwise mentioned, they are covered in this manual.

Licensing components (only one of them is applicable to each specific product variant):

e aksushd package — Sentinel runtime environment required for licensing the software in on-premises installations.
The installation of the package is covered in this manual. For more information about HASP license management,
please refer to Charon-SSP License Management.

e VE (Virtual Environment) license server: this license server is installed in supported cloud and VMware
environments and serves licenses to VE-enabled Charon-SSP emulator instances. The license server must be
installed separately. Installation and management of the VE license server are covered in the VE License Server
Guide. A basic overview is also provided in Charon-SSP License Management.

e Stromasys-operated cloud-specific license server for automatic licensing of Charon-SSP AL images. The
installation of such images is covered in separate manuals (please refer to the Charon-SSP documentation page
for details).

Management GUI components:

e Charon-SSP Manager — Graphical tool to configure and manage Charon-SSP (local and remote). The Charon-
SSP Manager can manage a maximum of 100 emulated SPARC instances on one host system. This nhumber is
the theoretical maximum number of instances on one host system. The real maximum number is determined by
the resources of the host system compared with the resources required by each of the emulated SPARC
instances, and the available licenses.

e Charon-SSP Director — Graphical tool to manage distributed host systems running multiple emulator instances.
The Charon-SSP Director can manage up to 512 host systems.

The Charon Agent:

e Charon-SSP Agent — Bridge between the Charon-SSP Manager and the Charon-SSP privileged functions; also
enables the Charon-SSP Director to discover Charon-SSP hosts automatically. Handles the automatic start of
Charon-SSP virtual machines at system boot (if configured via the Charon Manager).

The Charon-SSP emulator software:

e Charon-SSP/4U(+): 64-bit SPARC V9 Sun-4u architecture
e Charon-SSP/4V (+): 64-bit SPARC V9 Sun-4v architecture
e Charon-SSP/4M: 32-bit SPARC V8 Sun-4m architecture

A complete installation consists of one licensing option, the management GUI, the Agent and one or more emulator
packages.
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The individual components described above are also available in several different prepackaged installation images:

e Charon-SSP Baremetal distribution — Appliance-type kit provided as an ISO file. It includes everything needed
to run a non-cloud-based (on-premises) Charon-SSP host — apart from the product license. The system and the
Charon-SSP application are mostly managed using a comprehensive GUI. However, the user can access the
underlying host operating system if required.

e Charon-SSP cloud-specific AL images and Charon-SSP cloud-specific VE images — Available on selected
cloud marketplaces. Their installation is described in separate cloud-specific Getting Started Guides.

Charon-SSP/4U+ and Charon-SSP/4V+ must run on physical hardware and are only available as part of the
Baremetal distribution and on certain cloud-specific marketplace images — using the Linux kernel provided by
Stromasys.

5.2.1.2 Charon-SSP Installation Packages

The full set of Charon-SSP packages is available in RPM format for the supported host operating system distributions
and versions (see Host System Software Requirements).

Charon-SSP Manager and Charon-SSP Director are also available as Ubuntu and Microsoft Windows packages.

The focus of this section is on the RPM package installation. The installation of the Charon Manager and Charon
Director for Microsoft Windows are described in the Microsoft Windows appendix.

Obtaining the required packages:

e Stromasys provides a download location for the kits.

e For bootable USB devices (Baremetal product), see Creating Bootable USB media from Baremetal ISO files.

e The Charon Manager packages for all supported platforms are also included in the Charon Agent package. After
installing this package, they are in /opt/charon-agent/ssp-agent/bin/ and can be copied from there to be installed
on any supported Linux or Microsoft Windows system.

o Please contact either Stromasys or your Value-Added Reseller (VAR) if you have questions about obtaining the
packages.

The following tables show the names of the relevant RPM installation packages. In these tables, the placeholders
have the following meaning:

o {version}
Package version. For example: 5.0.2 for Charon-SSP 5.0.2.

o {architecture}
The 4m, 4u (+), or 4v (+) emulated SPARC architectures. The 4U+ and 4V+ packages are only available for
updating Charon-SSP Baremetal, Barebone, and cloud marketplace systems. 4U+ and 4V+ include 4U and 4V.

o {cloud-id}
Cloud platform for which the specific Automatic Licensing marketplace image was released (for example oci and
aws). These RPM packages are only available on preinstalled cloud-specific Automatic Licensing images, or they
may be provided by Stromasys to update such installations as needed.
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Packages common to version 7.x and 8.x of Red Hat, CentOS, and Oracle Linux:

Component Charon-SSP software RPM package names
Charon-SSP Manager charon-manager-ssp-{version}.rpm

Charon-SSP Director charon-director-ssp-{version}.rpm

Charon-SSP Agent charon-agent-ssp-{version}-x86_64.rpm

Sentinel runtime environment | aksusbd-{version}.x86_64.rpm

(for Sentinel HASP licenses)

Packages specific to version 7.x of Red Hat, CentOS, and Oracle Linux:

Component Charon-SSP software RPM package names

Emulator packages to be used with Sentinel HASP licenses:

charon-ssp-{architecture}-{version}.el7-x86_64.rpm

The emulator software itself: | Emulator packages to be used with a VE license server:
Charon-SSP 4M, 4U, 4U+,
4V, and 4V+

charon-ssp-{architecture}-{version}.ve.el7-x86_64.rpm

Emulator packages used to update cloud-specific AL installations:

charon-ssp-{architecture}-{version}.{cloud-id}.market-x86_64.rpm

Packages specific to version 8.x of Red Hat, CentOS, and Oracle Linux:

Component Charon-SSP software RPM package names
Emulator packages to be used with Sentinel HASP licenses:

The emulator software itself: charon-ssp-{architecture}-{version}.el8-x86_64.rpm

Charon-SSP 4M’, 4U, 4U+,

Emulator packages to be used with a VE license server:

4V, and 4V+
charon-ssp-{architecture}-{version}.ve.el8-x86_64.rpm

Ubuntu installation packages:

Product Charon-SSP software package names (DEB format for Ubuntu)
Charon-SSP Manager charon-manager-ssp-{version}.deb
Charon-SSP Director charon-director-ssp-{version}.deb

The installation of these packages and the installation of the Baremetal distribution are discussed in the sections below.
The installation of the cloud-specific marketplace images is described in separate user’s guides.

Approximate RPM package sizes after installation:
e Charon-SSP Agent: 34 MB (since the Charon-SSP Agent hierarchy is the default location for emulator
configuration and log files, the disk space may increase significantly during operation).
e Charon-SSP Manager: 6.5 MB
e Charon-SSP Director: 0.3 MB
e Charon-SSP/4M: 6.4 MB
e Charon-SSP/4U/4U+: 24/57 MB
e Charon-SSP/4V/4V+: 24/57 MB
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Please note:

e The versions of the Charon-SSP packages installed on one system must match.

e Exception: Itis possible to have several versions of the Charon-SSP Manager on a system to manage remote
systems with versions different from the local system.

e If you want to retain an old version of the Charon-SSP Manager on Linux, copy the content of the directory
/opt/charon-manager to another directory, e.g., /opt/charon-manager-<version> before upgrading. Later, you
can use this version to manage remote systems with matching versions. On Windows, older versions are
automatically retained when a new version is installed.

Should you have received Charon Manager and Charon Director kits for Microsoft Windows, please refer to Charon-SSP
GUI for Microsoft Windows in the appendix.

5.2.2 Additional Installation Considerations and Prerequisites

In addition to the hardware and operating system prerequisites for the Charon host system, there are additional
prerequisites and considerations specific to the individual packages that make up the Charon-SSP product. They are
described in this section.

5.2.2.1 General Information

Charon-SSP Agent:

e If you downgrade to an old version (1.4.x or lower), the storage format of the agent password is not compatible
with the one used in newer versions. This will cause login-failures.
To prevent this, delete the file /opt/charon-agent/ssp-agent/etc/passwd.conf before installing the old agent version
or before starting the agent (this will re-create the file with default password stromasys).

e During the upgrade to 4.0.x or higher, the directory /opt/charon-agent/ssp-agent/ssp/script containing the default
init.d scripts for starting Charon instances at host boot is deleted. The scripts in /etc/init.d remain, but are no
longer used. Automatic instance start during host system boot is now handled completely by the Charon Agent.

5.2.2.2 License Considerations

The Charon-SSP/4M/4U (+)/4V (+) packages provide the core emulator software. This software requires a license. This
means the following:

e For Charon-SSP emulators requiring a Sentinel HASP license, the Sentinel HASP software (aksusbd package)
must be installed on the system (see installation section below).

e For Charon-SSP emulators capable to work with a VE license server, an appropriate license server must be
available on the same or a different supported cloud- or VMware-based system. In a VMWare environment, if the
license server is not on the same VM as the emulator, it must be on a VM on the same ESXi host (for a license
server binding to the ESXi host), or on a VM running on an ESXi host managed by the same vCenter server (for a
license server binding to the vCenter server). Please refer to the VE License Server Guide for more information.

e An appropriate license must be obtained from Stromasys and installed on the Charon host or a license server.

Charon-SSP AL (Automatic Licensing) cloud marketplace images are licensed automatically at launch using a Stromasys-
operated cloud-specific license server.

Please note: different from previous versions, the Sentinel HASP runtime software (aksusbd package) provided starting
with Charon-SSP 4.2.5 no longer requires the 32-bit glibc-library to be installed.
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5.2.2.3 Considerations for Charon-SSP Hosts without Graphics HW

Charon-SSP contains several features (in particular, graphics device emulation and audio emulation) that require
operating system packages typically installed as part of the Linux graphical subsystem. The same applies to the Charon-
SSP Manager and the Server JIT feature.

These operating system packages are pre-installed on Charon-SSP Baremetal systems. They are also often already
installed on Linux installations with graphics hardware installed and used. However, they are often not installed on a Linux
server installation — especially if the server itself has no graphics hardware.

To facilitate easy installation, the Charon-SSP emulator packages in version 4.2.x allow the installation without enforcing
the installation of graphics and audio operating system packages required for graphics and audio emulation and the
Server JIT feature. This means that some dependencies are not included from the operating system repositories during
Charon installation and must be manually installed if the corresponding features are required.

The following table provides an overview of the required packages:

RPM Package Graphics and audio emulation | Charon-SSP Manager* | Server JIT feature
libX11 X X
xorg-x11-server-utils X X
alsa-plugins-pulseaudio X
gtk2 X

xorg-x11-xauth (only required
for X11-Forwarding)

libicu (version 50 for Linux 7.x,
version 60 for Linux 8.x)

* |f you install the Charon Manager with the yum or dnf command, the packages required by the Manager (except for
xorg-x11-xauth) and any dependencies that these packages themselves may have, are resolved automatically if a
package repository is available.

If you suspect problems caused by missing packages and the emulator was started via the Charon Manager, check the
emulator crash-log file in addition to the emulator log file. If starting the emulator from the command-line, review the
command-line output.

The packages above have their own dependencies. Install the above packages with the yum or the dnf command in
order to have their dependencies automatically installed. If your server does not have access to the standard operating
system repositories, refer to this document for instructions on setting up a local repositories.

Note:
e The exact list of additionally required packages depends on what is already installed on the server.
e Future versions of Charon-SSP may handle this situation differently and enforce the dependency installation
during the installation of the Charon-SSP components.

5.2.2.4 Special Prerequisites for the Charon-SSP Director

The Charon-SSP Director provides a GUI-based management for several distributed host systems each running one or
more Charon-SSP emulated SPARC systems. This chapter shows the installation of the Charon-SSP Director.
The Charon-SSP Director requires the Charon-SSP Manager to be installed on the same system.
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5.2.2.5 Special Prerequisites for the Charon-SSP Agent

The Charon-SSP Agent provides the connection between the Charon-SSP Manager and the privileged parts of the
Charon-SSP emulator software. It also enables the Charon-SSP Director to find Charon-SSP hosts automatically. Starting
with version 4.0.x it is also responsible for automatically starting emulator instances at system boot if this configuration
option has been selected via the Charon Manager.

Special prerequisites for the Charon-SSP Agent:

e The Charon-SSP Agent must be installed on the same system on which the Charon-SSP emulator software—that
is, Charon-SSP/4M/4U (+)/4V (+)—is installed.

e The Charon-SSP Agent uses the Ispci command for certain non-critical functions. This command is part of the
pciutils package. The package is preinstalled on all prepackaged Charon-SSP distributions (cloud images and
Baremetal), but it may not be preinstalled on the individual Linux distribution and version used by the customer. In
this case, it is recommended to install the package using the command:

# yum install pciutils (RHEL/CentOS/Oracle Linux 7.x)
# dnf install pciutils (RHEL/CentOS/Oracle Linux 8.x)

5.2.2.6 Special Prerequisites for Additional Utilities

Depending on the Charon-SSP product, the Charon Manager supports the setup of additional, optional utilities.

The required packages are pre-installed on Baremetal systems. On RPM-based installations, additional packages
may be needed for certain Charon Manager utilities if any of these ultilities are to be used.

Utility in Charon Manager Prerequisite packages

Network Settings features Linux versions 8.x:

(host interface configuration, The NetworkManager is required for the Charon Manager host network management
virtual bridges, VLAN functionality. Normally, this package is pre-installed even on basic server installations.
interfaces) Linux versions 7.x:

The bridge-utils package is required for virtual bridge management (see post-
installation tasks)

X11 Server configuration Xephyr and the ifconfig command (see post-installation tasks)

SSH VPN tunnel example Remote tunnel endpoint: autossh (see post-installation tasks)

iISCSI iscsi-initiator-utils

NFS server nfs-utils

VNC server The required software (tigervnc-server-minimal, tigervnc-license, tigervnc-server).

The VNC server must be configured manually on non-Baremetal systems. The
remote system requires a VNC client package (e.g., vinagre).
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5.2.3 Installation Commands on Supported Host Operating Systems

The following tables provides an overview of the installation commands for the supported host operating systems. For
details, please refer to the relevant man-pages on Linux. The table only lists command-line installation options for Linux.
There are also graphical installation tools. To describe all of them is outside the scope of this document.

RPM package installation (Red Hat, CentQOS, Oracle Linux)

Linux 7.x:
# yum install [<package-name> | <path-to-package>]
Linux 8.x:

Package manager (uses # dnf install [<package-name> | <path-to-package>]
repositories, takes care of

dependencies, etc.) o If the path to an RPM file is provided, yum and dnf use a local package

installation. If only the package name is provided, yum and dnf will try to use the
configured repositories.

e The dnf command was introduced in versions 8.x of the supported Linux
distributions. Its syntax is very similar to yum — and the yum command can still

be used.
Command to install # rpm -i <path-to-package>
individual local packages
DEB package installation (Ubuntu)
Command to install # dpkg -i <package-name>

individual local packages

All installation steps on Linux must be performed from a privileged account as denoted by the ‘# prompt.
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5.2.4 Installing the Charon-SSP Packages

This section describes the installation of the different Charon-SSP packages that make up the overall Charon-SSP
product. While it mentions the commands to install Debian-format packages on Ubuntu, this chapter concentrates on the
installation of the RPM based product set on the relevant host operating systems.

You can install the Charon-SSP packages individually or in one step. The below steps show how to install the Sentinel
license drivers first and then the Charon-SSP packages in one step.

Description of step

Command

Copy the installation packages to the Charon host
system.

The commands used depend on the setup of the host
system. Often SFTP or SCP are used.

Log into the Charon host system as the root user.

Go to the directory containing the installation

cd <directory-containing-packages>
packages ¥ Y gp g

RHEL / CentOS / Oracle Linux 7.x:

) . # yum install aksusbd-7.103-1.x86 64.rpm
Install the Sentinel HASP Runtime. -

This step is not required if you use a VE License

Server (see the VE License Server Guide for details). RHEL / CentOS / Oracle Linux 8.x:

# dnf install aksusbd-7.103-1.x86_ 64.rpm

RHEL / CentOS / Oracle Linux 7.x:
# yum install charon*.rpm
Install the Charon-SSP packages. The packages can
be installed individually or in one step. RHEL / CentOS / Oracle Linux 8.x:

# dnf install charon*.rpm

5.2.4.1 Installation Example

Installing the license driver package:

# yum install aksusbd-7.103-1.x86 64.rpm
Loaded plugins: fastestmirror

Examining aksusbd-7.103-1.x86 64.rpm: aksusbd-7.103-1.x86 64
Marking aksusbd-7.103-1.x86 64.rpm to be installed
Resolving Dependencies

--> Running transaction check

-—-> Package aksusbd.x86 64 0:7.103-1 will be installed

--> Finished Dependency Resolution

Dependencies Resolved

Package Arch Version Repository Size
Installing:
aksusbd x86 64 7.103-1 /aksusbd-7.103-1.x86_ 64 13 M
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Transaction Summary

Install 1 Package

Total size: 13 M
Installed size: 13 M
Is this ok [y/d/N]: y
Downloading packages:
Running transaction check
Running transaction test
Transaction test succeeded
Running transaction
Installing : aksusbd-7.103-1.x86 64 1/1
Created symlink from /etc/systemd/system/multi-user.target.wants/aksusbd.service to
/etc/systemd/system/aksusbd.service.
Created symlink from /etc/systemd/system/multi-user.target.wants/hasplmd.service to
/etc/systemd/system/hasplmd.service.
Verifying : aksusbd-7.103-1.x86 64 1/1

Installed:
aksusbd.x86 64 0:7.103-1

Complete!

Installing the Charon-SSP Agent package:

# yum install charon-agent-ssp-4.3.5-x86_ 64.rpm

Loaded plugins: fastestmirror

Examining charon-agent-ssp-4.3.5-x86 64.rpm: charon-agent-ssp-4.3.5-1.x86 64
Marking charon-agent-ssp-4.3.5-x86 64.rpm to be installed

Resolving Dependencies

--> Running transaction check

---> Package charon-agent-ssp.x86 64 0:4.3.5-1 will be installed

--> Finished Dependency Resolution

Dependencies Resolved

Package Arch Version Repository Size
Installing:
charon-agent-ssp x86 64 4.3.5-1 /charon-agent-ssp-4.3.5-x86_ 64 32 M

Transaction Summary

Install 1 Package

Total size: 32 M

Installed size: 32 M

Is this ok [y/d/N]: y
Downloading packages:
Running transaction check
Running transaction test
Transaction test succeeded
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Running transaction

Installing : charon-agent-ssp-4.3.5-1.x86 64 1/1
Created symlink from /etc/systemd/system/multi-user.target.wants/ssp-agentd.service to
/etc/systemd/system/ssp-agentd.service.

Verifying : charon-agent-ssp-4.3.5-1.x86 64 1/1

Installed:
charon-agent-ssp.x86_ 64 0:4.3.5-1

Complete!

Installing the Charon-SSP emulator packages on CentOS 7:

# yum install charon-ssp-4*.rpm

<lines removed>

Dependencies Resolved

Package Arch Version Repository Size
Installing:

charon-ssp-4m x86_ 64 4.3.5.el7-1 /charon-ssp-4m-4.3.5.e17-x86_64 6.1 M
charon-ssp-4u x86 64 4.3.5.el7-1 /charon-ssp-4u-4.3.5.el7-x86_ 64 24 M
charon-ssp-4v x86 64 4.3.5.el7-1 /charon-ssp-4v-4.3.5.el7-x86 64 24 M

Transaction Summary

Install 3 Packages

Total size: 54 M

Installed size: 54 M

Is this ok [y/d/N]: y
Downloading packages:
Running transaction check
Running transaction test
Transaction test succeeded
Running transaction

Installing : charon-ssp-4u-4.3.5.el7-1.x86 64 1/3
Installing : charon-ssp-4v-4.3.5.e17-1.x86 64 2/3
Installing : charon-ssp-4m-4.3.5.e17-1.x86 64 3/3
Verifying : charon-ssp-4m-4.3.5.el7-1.x86 64 1/3
Verifying : charon-ssp-4v-4.3.5.el7-1.x86_ 64 2/3
Verifying : charon-ssp-4u-4.3.5.e17-1.x86 64 3/3
Installed:
charon-ssp-4m.x86 64 0:4.3.5.el7-1 charon-ssp-4u.x86 64 0:4.3.5.el7-1

charon-ssp-4v.x86 64 0:4.3.5.el7-1

Complete!
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Installing the Charon-SSP Manager and Director packages on CentOS 7 including the automatic installation of
dependencies:

# yum install charon-manager-ssp-4.3.5.rpm charon-director-ssp-4.3.5.rpm

<lines removed>

-—> Processing Dependency: gtk2 for package: charon-manager-ssp-4.3.5-1.x86 64

--> Processing Dependency: xorg-xll-server-utils for package: charon-manager-ssp-4.3.5-
1.x86 64

--> Running transaction check

<lines removed>

Dependencies Resolved

Package Arch Version Repository Size
Installing:
charon-director-ssp x86 64 4.3.5-1 /charon-director-ssp-4.3.5 287 k
charon-manager-ssp x86 64 4 5-1 /charon-manager-ssp-4.3.5 6.0 M
Installing for dependencies:
cairo x86 64 1.15.12-4.el7 base 741 k
gdk-pixbuf?2 x86 64 2.36.12-3.el7 base 570 k
gtk-update-icon-cache x86 64 3.22.30-6.el7 updates 27 k
gtk2 x86 64 2.24.31-1.el7 base 3.4 M
1ibX11 x86 64 1.6.7-3.el7 9 updates 607 k
libXcomposite x86 64 0.4.4-4.1.el7 base 22 k
libXcursor x86 64 1.1.15-1.el7 base 30 k
libXdamage x86 64 1.1.4-4.1.el7 base 20 k
libXext x86 64 1.3.3-3.el7 base 39 k
libXfixes x86 64 5.0.3-1.el7 base 18 k
1ibXft x86 64 2.3.2-2.el7 base 58 k
1ibXi x86 64 1.7.9-1.el7 base 40 k
libXinerama x86 64 1.1.3-2.1.el7 base 14 k
1libXmu x86 64 1.1.2-2.el7 base 71 k
libXrandr x86 64 1.5.1-2.el7 base 27 k
libXrender x86 64 0.9.10-1.el7 base 26 k
1ibXt x86_ 64 1.1.5-3.el7 base 173 k
libXxf86misc x86 64 1.0.3-7.1.el7 base 19 k
libXxf86vm x86 64 1.1.4-1.el7 base 18 k
libglvnd-egl x86 64 1:1.0.1-0.8.gitb5baaleb5.el?

base 44 k
libglvnd-glx x86 64 1:1.0.1-0.8.git5baale5.el?

base 125 k
mesa-1ibEGL x86 64 18.3.4-12.el17 9 updates 110 k
mesa—-1ibGL x86 64 18.3.4-12.el7 9 updates 166 k
pango x86 64 1.42.4-4.el7 7 base 280 k
xorg-xll-server-utils x86 64 7.7-20.el7 base 178 k

<lines removed>
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Transaction Summary

Installed:
charon-director-ssp.x86 64 0:4.3.5-1 charon-manager-ssp.x86 64 0:4.3.5-1

Dependency Installed:
cairo.x86 64 0:1.15.12-4.el7
gdk-pixbuf2.x86 64 0:2.36.12-3.el7
gtk-update-icon-cache.x86 64 0:3.22.30-6.el7
gtk2.x86 64 0:2.24.31-1.el7
1ibX11.x86 64 0:1.6.7-3.el7 9
libXcomposite.x86 64 0:0.4.4-4.1.el7
libXcursor.x86 64 0:1.1.15-1.el7
libXdamage.x86 64 0:1.1.4-4.1.el7
libXext.x86 64 0:1.3.3-3.el7
libXfixes.x86 64 0:5.0.3-1.el7
libXft.x86 64 0:2.3.2-2.el7
1ibXi.x86 64 0:1.7.9-1.el7
libXinerama.x86 64 0:1.1.3-2.1.el7
libXmu.x86 64 0:1.1.2-2.el7
libXrandr.x86 64 0:1.5.1-2.el7
libXrender.x86 64 0:0.9.10-1.el7
1ibXt.x86 64 0:1.1.5-3.el7
libXxf86misc.x86 64 0:1.0.3-7.1.el7
libXxf86vm.x86 64 0:1.1.4-1.el7
libglvnd-egl.x86 64 1:1.0.1-0.8.git5baale5.el’
libglvnd-glx.x86 64 1:1.0.1-0.8.gitbbaaleb.el’
mesa-1ibEGL.x86 64 0:18.3.4-12.el7 9
mesa-1ibGL.x86 64 0:18.3.4-12.el17 9
pango.x86 64 0:1.42.4-4.el7 7
xorg-xll-server-utils.x86 64 0:7.7-20.el7

Complete!
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5.2.5 Post-Installation Steps

5.2.5.1 Post-Installation Tasks for CentOS/Red Hat/Oracle Linux 8.x

For Charon-SSP/4U+/4V+ running on Linux version 8.x, a kernel parameter must be configured that will be set when the
system boots. This will avoid unexpected problems during Charon-SSP operation.

To set this parameter, perform the following steps as the root user:

Open the file /etc/default/grub in a text editor.

Add the following parameter to the definition of GRUB_CMDLINE_LINUX.

transparent_hugepage=never

Backup the current grub.cfg file. Depending on whether the system boot mode is legacy BIOS or EFl, this file is
in /boot/grub2/ or in /boot/efi/EFI/<linux-distribution>/.

Create a new grub.conf with the additional parameter:

# grub2-mkconfig > /tmp/grub.cfg

Copy or move the new grub.cfg file to the correct location (see above).

Reboot.

Check if the parameter was set correctly:
# cat /proc/cmdline
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5.2.5.2 Sentinel HASP Post-Installation Tasks

The following post-installation tasks are highly recommended to improve security:

Set a password for the Sentinel HASP web-based GUI if the GUI is accessible locally or remotely.
Adjust file protections for the Sentinel HASP configuration file.

Setting the password for the Sentinel HASP web-based GUI:

Step | Description
1 Open a web browser and navigate to http://localhost:1947.
If the server is not GUI based, you can access the interface from a remote host by replacing localhost with the
name of the server running Charon-SSP. Prerequisite: remote access to the Sentinel ACC GUI must be
enabled by editing /etc/haspim/hasplm.ini and changing the value of the parameter ACCremote from O (access
disabled) to 1 (access enabled)). A template file can be found in /opt/charon-agent/ssp-agent/etc/hasplm.ini.
2 Click on Configuration in the left-hand menu pane.
3 Click on the Basic Settings tab.
4 Under Password Protection, click the Change Password button.
5 At the Change Password window:
e Leave the Current Admin Password field blank (there is no password set by default).
o Enter the desired password into the New Admin Password field.
¢ Repeat the desired password in the Re-enter new Admin Password field.
e Click the Submit button.
With these settings, you may be prompted for a username and password when you connect to the HASP GUI
from a remote system. Just enter the password and leave the username field empty.
6 Back at the Basic Settings tab:
e Under the section Password Protection, select the All ACC Pages radio button.
e Click the Submit button to save this change.
7 If desired, you can allow remote access to the Sentinel HASP GUI:

e Go to the Basic Settings tab.
e Select the Allow Remote Access to ACC check box.
e Click the Submit button.

These steps have the same effect as editing hasplm.ini the way described in step 1.

If you permit remote access to the Sentinel software via port 1947, make sure to allow only authorized
systems to access this port by employing appropriate firewall configurations.
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5.2.5.3 Charon-SSP Post-Installation Tasks

The following post-installation tasks are recommended to improve the usability of the software:
e Add the Charon-SSP for Linux Software to the PATH variable of the shell.
¢ When running versions 7.x of Red Hat, CentOS, or Oracle Linux, install the bridge-utils package if you plan to use
the virtual network feature of the Charon Manager.
¢ Install autossh on the remote tunnel endpoint in the customer network if you plan to use the SSH VPN tunnel to
connect customer network and Charon host (as described later in this document).

5.2.5.3.1 Setting the PATH variable
The following table shows the steps to append the Charon-SSP paths to the PATH variable of the shell:

Shell Step | Description

1 Open the file .login in your home directory or a file for systemwide settings (e.qg.,
letc/profile.d/charon-ssp.csh) with a text editor.

2 Add the line

C Shell
setenv PATH $PATH:/opt/charon-ssp/ssp-4m:/opt/charon-ssp/ssp-4u:
/opt/charon-ssp/ssp-4v
to the end of the file.
1 Open the appropriate file in your home directory (.profile, .bash_profile, or .bashrc) or a file
for systemwide settings (e.g., /etc/profile.d/charon-ssp.sh) with a text editor.
gﬁgﬁné 2 Add the lines
bashofgq PATH=S$PATH:/opt/charon-ssp/ssp-4m:/opt/charon-ssp/ssp-4u:

sh) /opt/charon-ssp/ssp-4v
export PATH
to the end of the file.

5.2.5.3.2 Installing the bridge-utils and autossh Packages

Please note: the bridge-utils package installation is only applicable if running versions 7.x of Red Hat, CentOS, or Oracle
Linux. Linux 8.x uses nmcli to set up virtual bridges.

If you plan to use the virtual network configuration of Charon-SSP Manager on Linux 7.x, you must install the bridge-utils
package on Linux if it is not already installed.

The following table lists the installation steps for the bridge-utils package:

Description Command

Install bridge-utils (if not already installed; dependencies
are installed automatically). Note that Red Hat needsto be | # yum install bridge-utils
registered to have access to the repositories.

Please note: it is possible to configure a virtual bridge without the bridge-utils package, for example, by using the
appropriate ip commands. However, the bridge-utils package is required for the configuration via the Charon-Manager
functions.
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To configure the SSH VPN tunnel following the example in SSH VPN — Connecting Charon Host and Guest to Customer
Network, you also need autossh on the remote Linux endpoint of the tunnel.

The following table lists the installation steps for the autossh package (if it has not already been installed):

Description Command

Older Red Hat / CentOS 7 versions:
# yum --enablerepo=extras install epel-release

Current Red Hat and CentOS versions:
Install the EPEL repository Note # yum install https://dl.fedoraproject.org/pub/epel/epel-

that Red Hat needs to be release-latest-7.noarch.rpm (EPEL for Linux version 7.x)
registered to have access to the or

rEpOSHOHES' ) # dnf install https://dl.fedoraproject.org/pub/epel/epel-
;Jp-tg—date information can be release-latest-8.noarch.rpm (EPEL for Linux version 8.x)

ound on:

https://fedoraproject.org/wiki/EPEL
P pro) g Recommended on Red Hat 7.x (as EPEL packages may depend on the extras

repositories:

# subscription-manager repos --enable "rhel-*-optional-
rpms" --enable "rhel-*-extras-rpms" --enable "rhel-ha-for-
rhel-*-server-rpms"

Install the autossh package. # yum install autossh

5.2.5.4 Charon-SSP Manager Post-Installation Tasks on Linux

The following post-installation tasks are highly recommended to improve usability and security of the product:
¢ Installing the Xephyr X-Server and the ifconfig command (if not already installed).
e Creating a Charon-SSP Manager menu Item
e Upon first login with the Charon Manager, you will be asked to change the default management password. If you
need to change the password later, please refer to Modifying the Charon-SSP Agent Preferences.

5.2.5.4.1 Installing the Xephyr X-Server

To use an X-Server on Linux in conjunction with the Charon-SSP Manager (described in Graphical Interface via X11
Server for Linux), it is necessary to install the Xephyr X-server.

Use the following commands to install the relevant Xephyr package (the example uses the yum command of Linux 7.x; on
Linux 8.x, you can use the dnf command):

Linux System Installation commands
Red Hat, CentOS, Oracle Linux # yum install xorg-xll-server-Xephyr
Ubuntu # apt-get update

# apt-get install xserver-xephyr

Use the following commands to install the package containing the ifconfig command:

Linux System Installation commands
Red Hat, CentOS, Oracle Linux # yum install net-tools
Ubuntu # apt-get update

# apt-get install net-tools
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5.2.5.4.2 Creating a Desktop Menu Item for Charon-SSP Manager

Use the following steps to create a desktop menu item for Charon-SSP Manager (if required).

Different distributions and different desktop environments have different ways to add desktop launchers and menu

items. This section describes some commonly used approaches, but there may be differences in how this is
handled in your desktop environment.

There are two steps to be performed:
1. Create an application shortcut (launcher).
2. Add the launcher to the desktop menu.

Create an application shortcut:

Many desktop environments allow a user to create a new desktop shortcut by right-clicking on the desktop. However,
newer Linux distributions, especially the ones using GNOME 3 as the basis for their desktop environments, no longer
have this option. They also do not always have a menu visible on the desktop by default.

On such systems, you can create the application shortcut manually as described below, or use one of the optional menu
administration packages, such as alacarte, which provides a GUI to create such shortcuts.

Bear in mind that alacarte creates the required .desktop file as a user-specific file (e.qg.,
$HOME/.local/share/applications/alacarte-made.desktop.

If you need a systemwide .desktop file, use the manual method for creating a shortcut as described below.

Creating an application shortcut using alacarte:

Start alacarte from the command-line and select New Item. This opens the following window where you can enter the
information for the Charon-SSP Manager as shown below.

v (= Applications Show  Item New Menu
Accessories H )

S ' ./ Access Prompt New ltem
@ Education Account authentication
n} Games Accounkt update tool New Separator
"ﬁ Graphics 8, Amazon Properties
Q Internek Archive Mounter P

T Office CHARON-SSP Manager Delete
Compiz

e

| Other = N ) Move Down

5 Programming [l Launcher Properties

T sci Move U
£l science Name: | CHARON-SSP Manager P
@ Sound & Videc

B sundry i Command: | fopt/charon-manager/ | | Browse

Eﬂ System Setting
~( 07 System Tools
/‘A Administraki

Eﬂ Preferences Cancel OK

ﬁ UniversalAccem
lgs utilities

tu_') Web Applications

Commentk:

"I Launch in Terminal?

Figure 3: Using alacarte to add menu items
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The data needed (path of executable and icon name) is listed in the manual example below. Clicking on OK creates a
Charon-SSP Manager item in the category Other in this example. You can select any other category to create your
shortcut. To select an icon, click on the “picture frame” on the left of the Properties window.

Note that alacarte does not store the category in the .desktop file it creates. Instead, it integrates the information in the
desktop menu application configuration, e.g., gnome-application-menu. If your desktop menu system requires these
settings, you must edit the created file. In such cases, it may be faster to use the manual method described below.

Creating an application shortcut manually:

Step Description

1 Using the root account, create the file /usr/local/share/applications/charon-ssp-manager.desktop.

2 Add the following text to the file created in step 1 and save it.

[Desktop Entry]

Version=<add appropriate version here>

Name=Charon-SSP Manager
Exec=/opt/charon-manager/ssp-manager/ssp-manager
Icon=/opt/charon-manager/ssp-manager/resource/charon.png
Terminal=false

Type=Application

StartupNotify=true

Categories=System;

3 Set the file protections and ownership appropriately:

# chmod 0644 /usr/local/share/applications/charon-ssp-manager.desktop

# chown root:root /usr/local/share/applications/charon-ssp-manager.desktop

Add the application shortcut to the desktop menu:
If your desktop environment provides a desktop menu, you will find the Charon-SSP Manager entry in the category you
configured.
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An example is shown below:

(2WN-LIHELELEY Places mrminal

Favorites : 1%’11
: =t

Accessories

& CHARON-SSP Manager

Documentation
Internet / Settings
Sound & Video [ﬁ SoFtware

g
Sundry : B

[;J_lﬁ Software Update

I System Tools : =

Utilities ~| Startup Applications
Otnes D System Log

fad System Monitor

®

ULN Registration

Activities Overview

Figure 4: Sample desktop menu item

On Systems that do not provide such a menu on the desktop, there are other ways to access the applications. For
example, on plain GNOME 3 systems click on the link Activities in the upper left corner, search for the Charon-SSP
Manager, and add it to the favorites by right-clicking on it.

5.2.5.5 Charon-SSP Director Post-Installation Tasks on Linux

The following post-installation task is not necessary, but recommended to improve usability of the product:
e Create a Charon-SSP Director Menu Item

5.2.5.5.1 Creating a Desktop Menu Item for Charon-SSP Director

The steps required for creating a desktop icon are the same as described for the Charon-SSP Manager (section Creating
a Desktop Menu Item for Charon-SSP Manager).
Differences with respect to the required parameters:

e The path of the executable is /opt/charon-director/ssp-director/ssp-director.

e The path of the icon is /opt/charon-director/ssp-director/resource/director.png.
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5.3 Charon-SSP Baremetal Installation

5.3.1 General Information about the Baremetal Distribution

The Charon-SSP Baremetal distribution is an ISO-file (charon-baremetal-ssp-<version>.iso) containing the Charon-SSP
virtual machine software and the underlying host operating system with additional utilities. This software is distributed
either as an ISO image (for bootable USB devices see section Creating Bootable USB media from Baremetal ISO files). If
you do not have a copy of the Charon-SSP Baremetal distribution, please contact either Stromasys or your Value-Added
Reseller for further help.

Charon-SSP Baremetal can run on dedicated hardware or in a virtual machine. See Host System Requirements.

The Charon-SSP Baremetal distribution contains Charon-SSP/4M, Charon-SSP/4U (+), and Charon-SSP/4V (+).
Charon-SSP/4U+ and Charon-SSP/4V+ utilize special hardware functionality to deliver improved performance.
Due to the hardware requirements, they can only be used on real hardware providing the required CPU features.
Running Charon-SSP/4U+ or Charon-SSP/4V+ in a VM is not supported. When configuring an emulated SPARC
system, the Charon-SSP Manager provides an option to select whether the host system runs on hardware
supported by Charon-SSP/4U+/4V+ or not.

Important additional information regarding upgrades:

e The Charon-SSP Baremetal installation procedure described in this section, is also used for major upgrades (or
downgrades) to the system (if the existing system disk is selected).

e If asystem upgrade instead of an installation is performed, the host system files and host applications as well
as the Charon-SSP Baremetal-specific applications are upgraded while important Charon-SSP configuration data
and container files are preserved. However, note the following:

o If performing a system upgrade, the host system must be shut down to boot from the installation CD.
Make sure to cleanly shutdown any guest systems running in Charon-SSP instances, and to power
off the instances before shutting down the host system.

o After shutting down any running guest system and stopping the emulator, back up all your
configuration data, container files, and other customer-specific data before performing an
upgrade. In the case of a downgrade, bear in mind that an older software version may not understand all
parameters in a configuration created with the new software version.

o Any customer-specific configurations, applications, and additional Linux packages added to the
original Baremetal installation are lost during an upgrade using the 1SO image (comparable to re-installing
a normal Linux system). Hence, such additions must be added again. Also, the post-installation tasks
must be reviewed and, if necessary, repeated.

o Atthe time of writing, desktop settings made for the login screen (e.g., keyboard and display settings) via
the Settings app are lost during an upgrade using the ISO image. The default settings are restored
(including the US keyboard layout).

o The new version 4.2 Baremetal system has a root (“/”’) partition size of 15GiB. Baremetal installations
made with earlier versions have a root partition size of 5GiB. The patrtition size is not changed during an
upgrade. Hence, the user must carefully evaluate if/which additional applications should be installed on
the system and the available space on the root partition should be verified before any installation.
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5.3.2 Creating Bootable USB media from Baremetal ISO files

Be very careful to use the correct device name for the USB device—otherwise you can severely damage your
installed system!

A Charon-SSP Baremetal ISO file can be used to create a bootable USB device, for example, a USB stick.

e To create a bootable stick that supports both BIOS and UEFI booting for Baremetal distributions, use the free tool
Rufus on Microsoft Windows.

e A bootable USB device can also be created using the gnome-disks utility on Linux, or the following Linux
command (X stands for the device letter of the USB device, for example, sdc or sdh):
# dd if=<charon-baremetal-name>.iso of=/dev/sdX bs=4M
Please note: this method reliably creates USB devices bootable using the legacy BIOS method, but the devices
may not always be bootable via UEFI (especially for older BIOS versions). If this problem occurs, use Rufus as
described above.
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5.3.3 Basic Installation Steps for the Baremetal Distribution

The following table shows the basic installation steps for the Charon-SSP Baremetal distribution:

Step | Description
1 If the host system is a virtual machine (not supported for Charon-SSP/4U+/4V+):
e Configure the virtual machine for a Linux x86-64 environment.
e Use the requirements specified in the section Hardware Requirements to configure the virtual
hardware with sufficient capacity for all Charon-SSP instances that are to run on it.
e Attach the Charon-SSP Baremetal distribution ISO or physical installation medium to the VM.
e Power up the VM and boot from the installation medium.
If the host system is a physical machine:
o Verify that your system meets the hardware requirements.
e Load the Charon-SSP installation medium.
e Boot the system from the installation medium.
2 Upon successful boot, you should see the following summary screen:

This screen indicates on the orange bar at the bottom of the window that the installation destination
(storage) has not yet been configured. In addition, the default management password (stromasys) set
by the installation can be changed to a user-defined value.

Charon Baremetal

»

== a» Installation Destination
& Click to select installation destination
User Settings

J . System Password
Default password is set, click to change

Quit | | Begin Installation

We won't touch your disks until you click ‘Begin Installation”
We won't touch your disks until you click ‘Begin Installation’.

11\ Please specify an installation destination before continuing to the next step. |

1. Click on the Installation Destination icon to enter the storage configuration. This step is mandatory.

2. Optionally, click on the System Password icon to set a new management password (default =
stromasys). This password is used to access all system-created, password-protected, user-visible
functions and accounts of the Charon-SSP Baremetal system. After the installation, you can change it
via the Charon-SSP Manager. If the password is not changed here, it must be set at first login of
the Charon Manager. Note that the installation uses a US keyboard layout.

To return from any configuration screen to this summary screen, press Done in the upper left corner of
the respective configuration screen.
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3

The installation options for the destination storage are shown on the following screen:

Select the device as the system destination you'd like to install to. It will be left untouched until you click on the main menu's "Begin
Installation” button.

Local Standard Disks

sda
' 2974.5 KiB free, 25.09 GiB total
ATA VBOX HARDDISK

Disks left unselected here will be used to store data.

® Automatically configure partitioning.

Select the disk(s) you want to use as the system device(s). The disk will be partitioned automatically by
Charon-SSP.

Please note:

¢ If you use the current system disk of an existing Baremetal system, an upgrade (or downgrade)
procedure will be performed instead of a new installation.

¢ Any disks not selected as system disks will not be changed by the installation. They can later be
added as data disks using the Charon-SSP Baremetal storage manager.

Press Done in the upper left corner to finish your disk selection and get back to the Installation
Summary page.

Once you have completed the
storage configuration and,
optionally, the password
configuration, press Begin
installation on the
Installation Summary page.
This leads to a series of
installation progress pages
displaying a progress bar and
some text about the progress
of the installation.

Charon Baremetal

O Installing, please wait.

Implementing Charon:

@ Simple'Steps f
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5

Upon completion, the system will automatically
reboot. The installation media is ejected
automatically to prevent booting the Charon-
SSP Baremetal installer again.

After the reboot, the Charon-SSP login screen
will be displayed (use the password set during
the installation or the default password
stromasys).

Remember that the default keyboard layout is
the US layout. You can change it after logging
in.

Thu 07:37

\E charon

Following a successful login, the

Charon-SSP Baremetal overview | Welcome to Charon Baremetal SSP
screen will be displayed: System Information

os:
Charon-SSP:
Memory:
Processor:

The installation of the Charon- Vo
SSP Baremetal distribution is v e

now complete.

Quick Action

Charon Baremetal SSP v4.3.4 build-1

434

3789 MB

Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz X 2
8.5 GB

10.0.0.1, 192.168.2.106

Tue Jan 12 17:18:19 UTC 2021

o Charon Manager D Terminal

) 1222
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5.3.4 Charon-SSP Baremetal Post-Installation Tasks

5.3.4.1 Baremetal Post-Installation Tasks Overview

Please note: in case of an upgrade using the Baremetal ISO file, the post-installation tasks must be reviewed and, if
required, repeated.

The following post-installation tasks are required or highly recommended for improved security and usability:
e Unless you changed the management password during the installation, you will be asked to change the
management password upon first connecting to the Charon-SSP host system with the Charon Manager. See
Using the Charon-SSP Manager.
Customizing the user environment.
Enrolling the Stromasys public key for UEFI Secure Boot
e Set a password for the Sentinel HASP web interface (see Sentinel HASP Post-Installation Tasks)

5.3.4.2 Customizing the User Environment

The following items can be configured to adapt the user environment:

o Keyboard settings: the behavior and layout of the keyboard can be adapted to the user’s preferences.
o Display settings: the settings can be adapted to the characteristics of the host system.
Both configuration options are accessible from the Charon-SSP Toolbox (see Toolbox Screen Functions).

5.3.4.3 Enrolling the Stromasys Public Key for UEFI Secure Boot

Charon-SSP Baremetal and the previously available Charon-SSP Barebone include Linux kernel modules for PCI pass-
through (Charon-SSP/4U and 4U+) and accelerated CPU virtualization using VT-x/EPT or AMD-V/NPT (Charon-
SSP/4U+/4V+). These kernel modules are loaded on demand when the Charon-SSP instance starts.

Since Charon-SSP version 2, the Baremetal and Barebone products have supported UEFI boot (in addition to the
traditional BIOS boot). If UEFI secure boot is used, every kernel module that is to be loaded into the kernel must be
digitally signed. Otherwise, it cannot be loaded successfully.

Charon-SSP Baremetal provides a graphical interface to simplify the key enroliment process.
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Perform the following steps to import the Stromasys public key:

Step | Description
Open the Toolbox tab in the Charon-SSP Baremetal GUI. Klick on the Key
1 Manager icon to open the key manager. Key Manager
If UEFI Secure Boot is enabled on the system, you will see a
message like the one displayed in the screenshot.
If UEFI Secure Boot is not enabled, you will receive a message
> | that the import function is not available. e e e
To initiate the key import, click on Apply. process will begin with rebooting the machine.
< Apply & cancel
3 You will be prompted for the required password. Enter the Charon-SSP Management password and click
on OK. The key manager will inform you that a reboot is required to complete the procedure.
4 Reboot the system.
The blue screen Shim UEFI key management will be displayed. Press any key to start the MOK (machine
5 owner keys) management function. If you do not press a key before the timeout expires, the boot process
will continue. Important: if this screen times out and normal boot continues, the key will not be enrolled
and you must start with step 1 again to import the key.
After pressing a key, a small menu will be displayed. Select
Enroll MOK from the menu. Confirm this and the following
selections with the Enter key. Continue boot
6 Enroll MOK
Enroll key from disk
Enroll hash from disk
7 The next screen offers the option to view the key before continuing with the enrollment. Select Continue to
carry on with the next step.
Confirm that you want to enroll the key by selecting Yes on the next screen.
You will be prompted for a password (use the password you entered in the key manager window).
10 Confirm that the system should be rebooted by selecting OK.
11 After the reboot, you can verify the success of the operation by opening a terminal window and entering
the command: # mokutil --list-enrolled

The enrollment of the key is persistent across re-installations of the Charon-SSP host operating system.

To enroll the key on a Barebone system use the following steps:
1. As the root user, execute the import_key script:

# /opt/charon-ssp/[ssp-4u | ssp-4v]/import-key/import key.sh

2. Follow the instructions above starting with Step 4.
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6 Charon Host System Management Overview

The underlying Linux host operating system of a Charon-SSP installation requires a certain amount of system
management as any Linux system used to run important services for a business. Depending on the type of Charon-SSP
installation, the approaches to system management differ. They are described below.

6.1 Host Management for Conventional and Cloud Hosts

6.1.1 General System Management Information

For RPM-based installations (cloud and on-premises) of Charon-SSP and Charon-SSP cloud-specific images (type AL
and VE), the Linux host system is managed with the tools provided by the host operating system or by third-party vendors.

The cloud-specific Charon-SSP AL image provides some additional support via the Charon Manager, e.g., for storage and
file management.

General Linux system management knowledge is required to perform such tasks. Please refer to the documentation of
your host operating systems for details.

The pre-packaged cloud images are configured by default to support the Charon-SSP kernel modules required for
Charon-SSP/4U+/4V+ (if the Charon host runs on a physical/baremetal instance in the cloud). Updating to a kernel not
provided by Stromasys will invalidate this support. Other restrictions may also apply. If you are unsure if a planned change
to the system will cause problems with the operation of Charon-SSP/4U+/4V+, please contact your Stromasys partner or
Stromasys support.

6.1.2 User Accounts in Charon-SSP Cloud Marketplace Images

During the launch of a Charon-SSP cloud (AL or VE) system, three user accounts are created.

The charon user:
This account is used by Charon-SSP cloud installations mainly for SFTP access for file transfer to and from the Charon
host system (under /charon/storage).

Direct interactive login via the network is not possible. The password for this account is the general management
password set at first login of the Charon Manager (default before being set: stromasys). However, for most of the
activities will take place using the key-pair installed during instance launch.

The sshuser user:

This is the primary account for remote interactive login and for setting up the SSH VPN tunnel. It has access to the root
account via the sudo command. The password for this account is the general management password set at first login of
the Charon Manager (default before being set: stromasys). However, for most of the activities (especially remote login)
will take place using the key-pair installed during instance launch.

The root user:
Privileged administrator user. Accessible via sudo from the sshuser account.
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6.2 Host Management Charon-SSP Baremetal

6.2.1 General System Management Information

Please note the following points with respect to Linux shell access:

e Charon-SSP Baremetal allows user access to the underlying host operating system. If this option is used to
manage the host system, general Linux system management knowledge is required. Please refer to the
documentation of your host operating system for details.

e The Baremetal system is configured by default to support the Charon-SSP kernel modules required for Charon-
SSP/4AU+/4V+ and the PCI pass-through features. Updating to a kernel not provided by Stromasys will invalidate
this support. Other restrictions may also apply. If you are unsure if a planned change of the system will cause
problems with the operation of Charon-SSP, please contact your Stromasys partner or Stromasys support.

The primary system management interface of a Charon-SSP Baremetal system is the customized Charon Baremetal
GUI. This section provides a brief introduction to this GUI.

6.2.2 Charon-SSP Baremetal User Accounts

The management password for the user accounts and the Charon Agent can be set during installation or via the Charon-
SSP Manager as described in Modifying the Charon-SSP Agent Preferences. In case of a forgotten management
password, please refer to the section Resetting a Forgotten Management Password.

During the installation of a Charon-SSP Baremetal system, three user accounts are created.

The charon user:

This is the main user-visible account used by Charon-SSP Baremetal. It provides among other things

the GUI that provides interactive access to the system,

the terminal window that allows access to the host operating system shell (sudo access to root possible),
remote connection to the system via VNC, and

SFTP access for file transfer to and from the Charon Baremetal host system.

Direct interactive login via the network is not possible. The password for this account is the general management
password set during installation or at first login of the Charon Manager (default before being set: stromasys).

After installing a public key via the Charon Manager or manually, connecting with the associated private SSH key is also
possible.

The sshuser user:

This is the primary account for remote interactive login and for setting up the SSH VPN tunnel. It has access to the root
account via the su command. The password for this account is the general management password set during installation
or at first login of the Charon Manager (default before being set: stromasys).

After installing a public key via the Charon Manager or manually, connecting with the associated private SSH key is also
possible.

The root user:

Privileged administrator user. The password for this account is the general management password set during installation
or at first login of the Charon Manager (default before being set: stromasys).SSH key-based login can be configured
manually.
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6.2.3 Charon-SSP Baremetal User Interface

The Charon-SSP Baremetal GUI-based user interface provides comprehensive management tools for all required tasks.
This section describes the interface.

6.2.3.1 Shutdown, Reboot, Screen Lock

Once logged in as the user charon, there is no log out function to avoid unintentional closing of open applications.
Instead, the console can be protected by locking the screen. This and other functions are provided via the symbolic power
button at the bottom left of the screen, as illustrated below:

Clicking on the power button symbol in the
bottom left corner, opens a small panel with the
following options:

e Lock the screen

e Restart the system (green symbol)

e Shut down the system (red symbol)

e Cancel the operation

Please note: before a reboot or shutdown all
running guest-systems must be cleanly shut
down and the emulator should be stopped.
Normally, the Restart and the Shutdown icons
are inactive if there is a running emulator on the
system.

Figure 5: Baremetal power button symbol
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6.2.3.2 Home Screen Functions

After the installation or a reboot, the Home screen is normally the first screen displayed by the Charon-SSP Baremetal
system (unless Kiosk mode is enabled as described later in this document). The following image shows an example:

Welcome to Charon Baremetal SSP

System Information

0s: Charon Baremetal SSP v4.3.4 build-1
Charon-SSP: 4.3.4
Memory: 3789 MB
Processor: Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz x 2
User Storage: 8.5 GB
Host IP: 10.0.0.1, 192.168.2.106

Toolbox Up Time: Tue Jan 12 17:18:19 UTC 2021

Quick Action

‘, Charon Manager D Terminal

o) §) 1222

Figure 6: Charon-SSP Baremetal home screen

This screen provides a quick overview of the Charon-SSP host system in System Information. It shows

Operating system version

Charon-SSP package version

Host system RAM and CPU configuration

Disk space

IP addresses of the host system

System uptime

The Quick Action providing access to frequently used activities

The red Power button at the bottom left of the screen allows you to lock, shut down, or reboot the system

The left-hand bar shows the other available tabs. These are described below.
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6.2.3.3 Charon Screen Functions

The Charon screen provides access to the Charon-SSP specific management tools as shown in the example below:

Charon SSP

-
\’ Charon Manager DI Charon Director

Charon

Toolbox

Figure 7: Charon-SSP Charon screen

On this screen, you can start the Charon-SSP Manager and the Charon-SSP Director. These are the central
management tools for the Charon-SSP product. Their use is described in detail in the chapter Configuring and Using the
Charon-SSP Software.

6.2.3.4 Toolbox Screen Functions

The toolbox screen provides system management functions relevant to the host system. A sample is provided by the
image below:

System Toolbox

® i: \
-a‘; Settings System Info i@ Update
. T

- e
Key Manager D Terminal ('-) Firefox

Toolbox

Add App

= Files System Monitor & Filezilla
E‘
"]

Figure 8: Charon-SSP Baremetal System Toolbox

The functions available in the System Toolbox are described below.
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6.2.3.4.1 Host System Settings

Clicking on the Settings menu opens the Gnome settings window. It allows the user to manage many settings. Three of
them are mentioned here as examples.

Language and keyboard Q Settings Region & Language Login Screen - o x

settings

The language and keyboard L it s
settings can be changed & Privacy
under Region & Language.

Language English (United States)

Formats United States (English)

The language settings do 1 Sound —

not apply to the Charon- Ce Power

specific GUI — only to the S , German (no dead keys)

standard Linux components. . — —— =
However, the required B Details > —

keyboard can be set under
Input Sources: select the
required layout and delete Figure 9: Baremetal local keyboard settings
the default layout. To enable

the local keyboard selection

on the login screen, click

on Login Screen and set as

appropriate.

Screen resolution: - i Displays R
The screen resolu
ution can Unknown Display

be set under B Keyboard
Devices > DiSplayS. Orientation Landscape

¥° Mouse & Touchpad

= Printers Resolution 1024 = 905

# Removable Media

¢ Thunderbolt Night Light Off

£ Wacom Tablet

& Color

Figure 10: Baremetal screen resolution settings

Screen Saver and Screen Lock:

To enable a screen saver with automatic screen lock, you must enable the screen saver and the locking in
Settings > Privacy > Screen Lock AND enable screen blanking in Settings > Power.
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6.2.3.4.2 Host System Information Display

Clicking on the System info menu item displays
detailed information about the CPU, the RAM,
and the network interfaces of the host system.

This information may be needed when reporting
a problem to Stromasys support.

It also provides some information about the

CPU capabilities and the current resource
utilization. See the following example:

6.2.3.4.3 Update Menu Item

System Info - O X
—
CPU Memory | Network
processor 0 l
vendor_id Genuinelntel
cpu family 6
model 94
model name Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz
stepping 3
cpu MHz 3408.002
cache size 8192 KB
physical id 0
—
Close

Figure 11: Charon-SSP Baremetal system information window

Clicking on Update opens a software update window like the one below. Users must enter the management password
(initially set during installation or at first login) to perform updates.

This window enables the user to update the Charon-SSP
product packages. For a detailed description of the update
process, refer to Upgrading the Charon-SSP Baremetal

Distribution.

For larger upgrades involving the host operating system and
the Baremetal-specific utilities, an ISO may be provided
instead. The steps involved in installing such an ISO file are

described in Charon-SSP Baremetal Installation.

Software Update - o x

Current installed packages:

Package
aksusbd
charon-agent-s
charon-director
charon-manage

charon-ssp-4m

charon-ssp-4u+ 4.3.5.el7 56.6 MB

rharam Fen A

Update package: | Import .bm file

Package Version Size

Version | Size

7.103 13.3MB
sp 435 33.3MB
-ssp 435 2943 KB
r-ssp 4.3.5 6.3 MB

4.35el7 64MB

ATE AT ETANMD

Cancel | | Apply

Figure 12: Charon-SSP Baremetal software update window
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6.2.3.4.4 Key Manager

The Key Manager allows the user to enroll the Stromasys Public Key for UEFI secure boot. Charon-SSP Baremetal
includes Linux kernel modules for PCI pass-through (Charon-SSP/4U and 4U+) and accelerated CPU virtualization using
VT-x/EPT and AMD-V/NPT (Charon-SSP/4U+/4V+). These kernel modules are loaded on demand when the Charon-SSP
instance starts.

Since Charon-SSP version 2, the Baremetal product has supported UEFI boot (in addition to the traditional BIOS boot). If
UEFI secure boot is used, every kernel module that is to be loaded into the kernel must be digitally signed. Otherwise, it
cannot be loaded successfully.

System Toolbox

s 20}
® Ssettings System Info

F

Key Manager

Key Manager

Only work with UEFI Secure Boot.
Toolbox

Figure 13: Key Manager on non-UEFI secure boot system

The required key can be enrolled using the Key Manager. Please refer to Enrolling the Stromasys Public Key for UEFI
Secure Boot for more information.

6.2.3.4.5 Terminal

The Terminal icon opens a terminal window in the
account of the charon user.

Access to the root account is possible using the sudo OB s - Update
command. : charonccatst:-

h Terminal Help
lhost -15

System Toolbox

Please note:

The Baremetal system is configured by default to support
the Charon-SSP kernel modules required for Charon-
SSP/4U+/4V+ and the PCI pass-through features.
Updating to a kernel not provided by Stromasys will
invalidate this support. Other restrictions may also apply.
If you are unsure if a planned change of the system will
cause problems with the operation of Charon-SSP, Figure 14: Baremetal terminal window
please contact your Stromasys partner or Stromasys

support.

Toolbox
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6.2.3.4.6 Additional Toolbox Applications

By default, the Toolbox contains additional standard Linux applications, in particular:
e The Firefox web-browser
e The FileZilla file transfer program
e The System Monitor (Performance data)
e The system file browser

The toolbox also contains the icon Add App. This icon enables the user to add additional desktop applications to the
Toolbox.

The example shown here illustrates how to add the gedit

. Add application
editor to the toolbox:

This function replaces the customer-specific Baremetal B Eaitor

applets of older Baremetal versions. The customer can
now manually install applications and add a shortcut to
the Toolbox, using the Add App icon. App path: | fusr/bin/gedit

Display icon: | fust/shareficons/gnome/16x16/appsikedi

Arguments:

Add Close

Figure 15: Baremetal Toolbox Add App
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7 Configuring and Using the Charon-SSP Software

7.1

Overview

The following sections provide a detailed description of the individual parts of Charon-SSP for Linux and their use.

For the Charon-SSP environment, the most relevant documentation is the section Using the Charon-SSP Manager. It
describes the primary interface used to manage the hosted emulated SPARC systems. However, the Charon-SSP
products also provide command-line access. For this, please refer to the sections Using Charon-SSP from the Command-
Line and Using the Charon-SSP Agent in this user’s guide.

SSP/4V+.

Unless otherwise specified, the terms Charon-SSP/4U and Charon-SSP/4V also include Charon-SSP/4U+ and Charon-

7.2 Charon-SSP Directory Structure

The Charon-SSP Software is installed under the /opt directory of the host system. Below, is a short summary of the
content of the individual directories when all Charon-SSP packages are installed. It focuses on items that may be of
interest from a user’s perspective. The following is an overview, not a complete inventory.

/opt/charon-agent
L ssp-agent
—— agent-log
— bin
— etc
— ssp
F— sun-4m
F— sun-4u
— sun-4v
L— utils
— license
— mkdisk
— mktape

lopt/charon-director

L— ssp-director
— bin

— config

— resource

/opt/charon-manager

L— ssp-manager

— bin

— config

— help

— resource

—— ssp

/opt/charon-ssp

— ssp-4m

— ssp-4u

|[— ssp-4v

/opt/baremetal

Agent log files.

The ssp-agent executable.

Additional configuration files (e.g., hasplm.ini template, passwd file, etc.)

vm.dat containing information about Charon instance know by the agent (not user editable)

Default location (corresponding to architecture) for virtual SPARC system configuration files, emulator
and console log files under a directory with a name corresponding to the virtual SPARC name.

charon-passwd program to set the management password from the command-line
License utilities, e.g., hasp_srm_view, hasp_update.

Makedisk utility.

Maketape utility.

The ssp-director executable.
Charon-SSP Director configuration data.
Charon-SSP Director internal resources.

The ssp-manager executable, the remote graphical console program, etc.

Charon-SSP Manager configuration data, e.g., X11 server configuration.

Currently not used.

Charon-SSP Manager internal resources.

Temporary files (e.g., cached Charon instance configurations and built-in console cache)

Charon-SSP executables (by architecture), default configuration files (ssp4v.cfg, ssp4u.cfg, ssp4m.cfg),
image to run the graphical console locally, etc.

Baremetal specific utilities
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7.3 Interaction of the Charon-SSP Components

The Charon-SSP software components together provide the environment for running and managing virtual SPARC
systems. The management components can run on the same or on different systems as the virtual SPARC machines.

The following image provides a first overview of the interaction between the Charon-SSP components:

Linux Management System Windows Management System
— Charon Manager Charon Manager
- Y +

oy

Agent ports:
: 9091 (TCP+UDP). ™
| 9101 (UDP) i

9091 UCP*—UDP};

Charon Host System

———p Controlling virtual machines e
‘ Charon Agent
————— Discovering hosts and virtual machines

= Configuring and managing virtual machines Charon Manager \
Activati tilit
— = Activating utility Virtual Virtual
SPARC 1 SPARC 2

Figure 16: Charon-SSP components and their interaction

The Charon-SSP Agent uses port 9091 (TCP and UDP) to communicate with the Charon-SSP Manager and Director. For
the communication with the Charon-SSP Director, port 9101 (UDP) is also required. These components are described in
the following sections.
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7.4 Using the Charon-SSP Director

The Charon-SSP Director is a GUI-based system for managing multiple host systems that each run one or more Charon-
SSP guests. It can run on the Charon host system or on another supported Linux, Microsoft Windows or Baremetal
system and requires the Charon-SSP Manager to be installed on the same system. The Charon-SSP Director can detect
host systems on the same subnet automatically. Other systems can be added manually. This software component is
especially useful in environments with several host systems.

7.4.1 Starting the Charon-SSP Director

On non-Baremetal Charon-SSP installations, the Charon-SSP Director can be started by clicking on the associated
icon, or via the command-line.

e Use the following command to start the Charon-SSP Director from the command-line on Linux:
$ /opt/charon-director/ssp-director/ssp-director

e On Charon-SSP Baremetal installations, the Charon-SSP Director can be started by clicking on the
Charon Director icon on the Charon screen.

Please note: When starting the Charon-SSP Director on a system with a non-operational Charon-SSP Manager path
configured, it will prompt the user to select the desired Charon-SSP Manager image (select the correct version and the
ssp-manager executable from the respective bin folder). This can happen, for example, if the Charon-SSP Manager is not
installed at the default location in order to keep several versions of the Manager on the system.

7.4.2 Working with the Charon-SSP Director

Starting the Charon-SSP Director opens the main screen with automatically detected and manually added systems:

Charon Director [SSF] - o x

] 6 & 7

Add  Refresh Options About

]
ﬁ Home P )
P ] P ..
|
|

L

192.168.2.109 192.168.2.80

Figure 17: Charon-SSP Director — Main window
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7.4.2.1 Charon-SSP Director Main Menu Bar

The main menu bar of the Charon-SSP Director offers the following options:

Menu item | Description

Add If systems have not been detected automatically, Charon-
SSP host systems can be added manually to the Charon Add Machina(s) X
Director: Add Machines in batches
1. Click on the Add symbol. A new window opens.
2. If required, select the batch option. Name: ||
3. For asingle system, add Name, IP Address, and . .
optionally the password required to connect to the
Charon-SSP Agent of this system. Passwaord: 4
a. To add the password enable Remember Password.
) ) ) Remember password
4. When adding a group of systems, specify the starting
and ending IP Address. Manager:
5. Optionally use the field Manager to add the path to a
non-default Charon-SSP Manager. This can be helpful OK Cancel
if the default Charon-SSP Manager has a different
version than the one installed on the target system.
6. Click OK to return to the main page.
Refresh To refresh the host system status via the automatic discovery process, click on the Refresh symbol.

Options Additional Charon-SSP Director options:

1. Click on the Options symbol. This opens a new window.

2. Optional: activate the refresh interval and set it to your preferred value.

3. Optional: you can choose to remove unresponsive systems automatically.

4. If the Charon-SSP Manager has been installed in a non-default location, you can specify the
location of the default Charon-SSP Manager here.

5. Click OK to return to the main page.

About Displays the version of the Charon-SSP Director.

7.4.2.2 Managing Charon-SSP Director Subgroups

The Charon-SSP Director allows grouping systems into subgroups. Subgroups are managed from the context menu in the
left pane of the window. Right-click on an empty space under Home to open the subgroup context menu. Opening the
context menu when an existing subgroup is selected will add a new subgroup under the existing group.

Charon Director [SSP] = =] x

B 6 & 7

Add  Refresh Options About

P
Home -

192.168.2.10¢ 192.168.2.80

Add Sub-group...

Expand groups
Collapse groups

Figure 18:Charon-SSP Director sub-group menu
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The Charon-SSP Director subgroup menu has the following items:

Menu item Description

Add Sub-group Clicking on this option opens a window to specify the
name of the new subgroup. After confirmation, the
subgroup will be shown under Home or an existing sub- S

group (depending on where the context menu was % ﬁ qf‘h
opened). o
Add  Refresh Options
L AN Home
) -
@) buildingl

&Y building?

Rename Group Prompts for the new name of the selected group.

Delete Group Deletes the selected subgroup and groups below it, but not the systems within the groups.

Expand groups Expands the list of subgroups under the selected position (Home or a specific group).

Collapse groups | Collapses the list of subgroups under the selected position (Home or a specific group).

The parent group always shows all systems of the subordinated groups. The Home screen shows all systems.

7.4.2.3 Charon-SSP Director System Context Menu

When selecting one of the displayed systems in Charon-SSP Director, information about the system is displayed in the
right-hand pane, including the number of Charon-SSP instances on the system—overall and the number of active Charon-
SSP instances.

A right-click on the selected system opens a context menu with the following options:

Menu item Description
Connect to Open the Charon-SSP Manager to connect to the Charon-SSP Agent of the selected system. If
machine you did not store the agent password for the target system, this will open the Charon-SSP

Manager’s login window:

1. Enter the password for the Charon-SSP Agent of the target machine.

2. Ifrequired, enable the Charon Manager integrated SSH tunnel.

3. Click on Connect.

4. The Charon-SSP Manager opens with the target machine information. Continue with the
section Using the Charon-SSP Manager below to learn about the functions of the Charon-
SSP Manager.

Edit machine | Change the parameters of the system. You can change the same parameters as when adding a
host system manually.

Update Refresh the status display for the machine.

Copy Copy the machine definition. It can be pasted by right-clicking in an empty space in the machine
list window (e.g., of a different subgroup) and selecting Paste from the context menu.

Delete Delete the selected system. This will delete the system from the current group and all
subgroups of the group. If used from Home, the system will be deleted from Charon-SSP
Director.

Select all Select all systems in the system display section.
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7.4.2.4 Charon-SSP Director Additional Context Menu

When clicking on an empty space in the system list area, a small context menu opens with the following functions:

Menu item Description

Add machine Add one or more systems to the current group. See the description in the Main Menu Bar
section above for more detalil.

Paste Insert previously copied machine definitions.

Select all Select all systems in the system display section.

7.4.2.5 Charon-SSP Director Keyboard Shortcuts

The following keyboard shortcuts are available in Charon-SSP Director:

Action Shortcut
Copy Ctrl+C
Paste Ctrl+V
Select all Ctrl+A
Delete DEL
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7.5 Using the Charon-SSP Manager

The Charon-SSP Manager is the graphical management interface for Charon-SSP. With the Charon-SSP Manager, you

can manage multiple virtual SPARC systems, Sentinel HASP licenses, and virtual networks on the local host and on
remote hosts.

The Charon-SSP Manager can run on the same machine as the Charon-SSP emulator or on a remote system. It can run

on a Baremetal system or on a supported Linux system.

The following sections describe how to use the Charon-SSP Manager for the different aspects of managing Charon-SSP.

Please note:

e Inthe Charon-SSP emulator software, the term virtual machine denotes an emulated SPARC system. It is not to

be confused with virtual machines running in a hypervisor, such as VMware.

e The screenshots in this section are mostly from conventional or Baremetal systems. The Charon Manager of a

cloud-specific image will only show the features supported by this image.

The main Charon-SSP Manager topics in the following sections are:
e Creating a Virtual Machine
e Configuring a Virtual Machine
o Model configuration
CPU and optimization configuration
Memory configuration
Graphics configuration
Storage configuration
Terminal device configuration
Ethernet configuration
Audio configuration
GPIB device configuration
USB configuration
License settings
o Log configuration
e Virtual Machine Context Menu
o Running a virtual machine
o Accessing the virtual machine settings
o Renaming a VM
o Removing a VM from the Charon-SSP Manager list
o Deleting a VM from disk
e Host System Network Configuration
e Miscellaneous Management Tasks

o O 0O O o0 O O O O O

Editing the configuration of an emulator instance after an upgrade from an older version of Charon-SSP may

apply changes to the configuration of an emulated system that will make the configuration incompatible with the

older version of Charon-SSP.

It is therefore strongly recommended to save a backup copy of the emulator configurations before using a

new version of the Charon-SSP Manager or manually adding new features.

The default configuration file location when the Charon Manager is used to configure emulated SPARC systems:
/opt/charon-agent/ssp-agent/ssp/<sparc-family>/<vm-name>

If the Charon-SSP Manager is not used, the location can be selected by the user at his/her convenience. To save

the files, you can, for example, just copy the files to a safe location or save them as a TAR or ZIP archive to an

external device.
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7.5.1 Starting the Charon-SSP Manager

On non-Baremetal Charon-SSP installations, the Charon-SSP Manager can be started by clicking on the associated
icon, or via the command-line. Use the following command to start the Charon-SSP Manager from the command-line:

$ /opt/charon-manager/ssp-manager/ssp-manager

On Charon-SSP Baremetal installations, the Charon-SSP Manager can be started by clicking on the Charon Manager
icon on the Charon screen.

7.5.1.1 Connecting to the Charon-SSP Agent of the Target Host System

Starting the Charon-SSP Manager opens a login window with two tabs like the sample shown below:

Login window: Login tab On this tab perform the following steps:
Charon Manager [SSP] 5.0.1 o o Enter IP address or hostname of your Charon-SSP
instance into the IP address field (localhost for local
Login | SSH system).

o Enter the Charon-SSP management password into the
Password field. At first login, leave the field empty. You
will be prompted to set a new password (Baremetal

Flease enter IP address and password to login Agent
to manage Charon emulator.

IP address: | | 5 only: the password can also be set during the
installation and applies to all password protected
Password: functions of the Baremetal system).

Enable the SSH tunnel (ON) if the connection runs over a
S5H tunnel: | OFF M public network and traffic must be encrypted. It should be
set to OFF when managing the local system (a tunnel to

Connect Cancel localhost will not work).

Login window: SSH tab If using the Manager across a public network without
existing VPN, perform the following steps:

Charon Manager [SSP] 5.0.1 X . . . .
e Conventional or Baremetal installation: if you have not

Login | SSH installed the required keypair yet, please refer to
Creating and Uploading the Public SSH Key.

Username: | : Cloud-image installations: use the keypair associated
with the instance at launch.
Private key: . o Enter the Charon-SSP user (sshuser or charon for
Baremetal and cloud-specific systems; user with
Passphrase: 5 matching public key installed for other product
versions).
Server port: | 22 . o Enter the path to the private key file (click on the three

dots to open a file browser). The corresponding public
key must be in the .ssh/authorized_keys file of the user
Connect Cancel entered above.

o Enter the passphrase for the private key if required.

o Adjust the SSH server port (default 22) if required.

After entering the required information, click on Connect. This opens the main screen of the Charon-SSP Manager as
described in the next section, or, at first login, prompts you for the new management password before continuing with
the login.
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Initial password prompt:

If this is the first login, you will be asked to set a new Charon Manager [SSP] 5.0.1 o
password and to confirm it.

T/
Click on OK to confirm your input. Set Password x
When entering the password on a Baremetal system, bear Please reset the default password.

in mind that the default keyboard layout is US English

After completing the initial password change, the normal
login process continues. Confirm password:

New password:

OK Cancel

l Connect H Cancel l

Additional information:

On cloud instances, the initial password change requires that the embedded SSH tunnel of the Charon Manager
be enabled, unless the Charon Manager runs on the cloud host itself and is displayed via SSH X11-forwarding
(i.e., the Charon Manager is connected to localhost).

The Charon-SSP Agent listens on port 9091. To connect directly (without the embedded SSH tunnel) to a remote
Charon-SSP agent, make sure that this port is not blocked by a firewall.

If you use the Charon-SSP Manager to manage remote Charon-SSP host and guest systems, additional ports
may have to be allowed to pass through intermediate firewalls (e.g., the TCP port configured for an emulated
serial console port, unless the embedded SSH tunnel is used).

If using the embedded SSH tunnel of the Charon Manager, note that not all applications will be routed through
this tunnel. For example, the tunnel will only be used for the mouse and keyboard events of the graphics
emulation, but not for the data addressed to the remote port; X11 and other applications also will not use this
tunnel. It is mainly designed to protect the management traffic, the serial console traffic, and some graphics
emulation traffic. To protect all traffic, use an encrypted VPN connection.
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7.5.1.2 Troubleshooting information

If you receive an error like the one displayed in Error
this screenshot , verify that the host specified in _
the IP address field and any firewall settings are e Unable to connect with host computer, the address
correct, and that the Charon Agent is running. On

Charon-SSP systems installed using the RPM

package installation, also check if the Charon- oK
SSP agent is installed.

is unreachable or CHARON Agent is not running.

Use the following steps to check if the Charon-SSP Agent is running on the target system and to start it, if required:

Step | Description
1 Log in on the Charon host (on Baremetal open a terminal window).
2 To check if the Charon-SSP Agent is running, use the following command:
$ ps -ef | grep -i charon-agent
If the agent is running, you will see an output like the following:
root 10573 1 0 Feb09 pts/6 00:01:37 /opt/charon-agent/ssp-agent/ssp-agent
3 If the Charon-SSP Agent is not running, use the following commands to (re-)start it:

# systemctl start ssp-agentd
or
# systemctl restart ssp-agentd

If the Charon-SSP agent was not stopped cleanly using the stop command, it may not start using the
start command. In such cases, the restart command can be used.

There can only be a single connection to the Charon-SSP Agent at any
time. A second connection from a different Charon-SSP Manager client
disconnects the first connection, and the following message is displayed. :v Current connection is lost, because

Disconnected from Agent

’,e«" Agent received a new connection.

Close
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7.5.1.3 Running the Charon-SSP Manager via SSH X11-Forwarding

In most cases, the Charon Manager will run on a local console of the Charon host system, or on a remote management
system connecting to the Charon host system via the network.

However, in some cases it may be necessary to run the Charon Manager locally on the Charon host and display it on a
remote Xserver via SSH X11-Forwarding.

This section provides a short overview of the steps required to configure SSH X11-Forwarding:

1. If not already there, copy the Charon Manager RPM package to the Charon host. For cloud images, the location
of the Charon Manager packages is /charon/storage.

2. Log in to the Charon host as the root user.

3. Go to the location where the Charon Manager RPM package is stored (# cd <path-to-package>)

4. Install the Charon Manager package (# yum install charon-manager-ssp-{version}.rpm). On Linux
8.x, use the dnf command instead of yum.
Please note: access to a package repository is required to install the Charon Manager dependencies.

5. Install the xorg-x11-xauth package (# yum install xorg-xll-xauth).

6. Allow X11 forwarding in the SSHD configuration file (edit /etc/ssh/sshd_config and ensure that the parameter
X11lForwarding is set to yes).

7. Restartthe SSHD (# systemctl restart sshd).

8. Log out.

9. Log back in again using ssh -X to enable X11 forwarding.

10. Start the Charon Manager ($ /opt/charon-manager/ssp-manager/ssp-manager).

11. After a little while (depending on network performance) the Charon Manager window should open on your local
desktop. Connect to localhost (that is the Charon host on which the Manager is running).

Please note:

If your local system is a Microsoft Windows system, you can use PuTTY in connection with an Xserver, or you
can use an integrated tool such as MobaXterm.
Should you receive the error “X11 connection rejected because of wrong authentication.” for any application,
it is possibly caused by this specific application being run under a different user than the user to which the
ssh -X was executed. If this happens when running a command via sudo, you can try the following
workaround:
o On the Charon host add the following line to the file /etc/sudoers:
Defaults env_keep += "DISPLAY XAUTHORIZATION XAUTHORITY"
o On the Charon host under the user to which the ssh command was executed, define the following
environment variable:
export XAUTHORITY=$HOME/.Xauthority

If your program starts another program under a different user, try to SSH to the account under which the program
is run.

Graphics emulation does not work properly when started via a Charon-Manager displayed via X11-Forwarding.
This is because the graphics emulation is started under a different process than the process under which the
ssh -X command runs. Use a remote Charon Manager and remote display instead.
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7.5.1.4 Charon-SSP Manager Overview

This section provides a first overview of the available menu functions and symbols of the Charon Manager.

General information:
Charon-SSP Manager menu items are adapted to the type (e.g., conventional or Baremetal) of the managed

[ ]
target system. Hence, the following images show the Charon-SSP Manager overview for the conventional
product, the Baremetal product, and for cloud-specific Charon-SSP product. Other Charon-SSP variants may
show slight differences.

¢ Not all Charon-SSP Manager menu items shown below are supported on all types of Charon-SSP host systems.
If a function is not supported on the host system, the menu item may not be displayed. Example: the VNC Server
item is only supported on Baremetal systems. Hence, it will not be displayed when managing conventional RPM-

based Charon-SSP host systems.
The title bar of this screen indicates the managed system type in square brackets. In case of a cloud instance, it

[ ]
indicates the type of cloud. If the connection is created via the embedded SSH tunnel of the Charon Manager, the
title bar will show that an SSH connection is being used. In the remaining sections of this document, screenshots
of different Charon host systems may be used so the title bar may not always correspond to the Charon-SSP
variant treated in this document. Older versions only show the address of the target system.

Charon-SSP Manager options if the managed host system is a conventional Charon-SSP or VE-enabled

installation:
Suspend Virtual
Machine
7
Start Virtual | /[ Stop Virtual | | Charon
Create Virtual Machine Machine / Machine Alerts
Import Virtual Machine | /f
. : . | / For remote display: go to
| /
Virtual Machine Settings / / graphical display of
Console Options / /’ selected Charon instance
Preferences | f ff //
Removable Devices haron Manager/{SSP]-»192.1682.111 [C€At0S] - o x
Exit Virtual Machine Is Help E = A
Welcome to Charon Manager
_— & Create a New Virtual Machine (VM)
— - Create a new virtual machine, which will then be added to the left list,
Host Information
Network Settings e
iewer T i
HASP Tools Import a Virtual Machine (VM)
) HASP Update Import an existing virtual machine, which will then be added to the left list.
Create Virtual Storage
HASP Manager
X11 Server
iSCSl Initiator () About
NFS Server View version Information of Charon.

Figure 19: Charon-SSP Manager (conventional or VE) — Main window
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Charon-SSP Manager options if the managed host system runs a Charon-SSP Baremetal installation:

Suspend
Virtual
Machine
Start Virtual Stop Virtual Charon
Create Virtual Machine Machine Machine Alerts
Import Virtual Machine
. . For remote display: go to
Virtual Machine Settings About graphical display of
Console Options selected Charon instance
Preferences
Removable Devices : P - 0%0.
\ 4
a mnual Machin Tools Hélp i i
Exit
Welcome to Charon Manager
&= Create a New Virtual Machine (VM)
— Create a new virtual machine, which will then be added Lo the left list
HASP Viewer
Host Information | » | HASP Update
. Import a Virtual Machine (VM)
Network Settings HASP Manager Import an existing virtual machine, which will then be added to the left list
HASP Tools
Create Virtual St File Manager
reate Virtual Storage g About
Charon Baremetal _ | ol Storage Manager \iiew version infermatian of Charon
X11 Server Time & Date
iSCSI Initiator SFTP Server
NFS Server SSH public key
VNC Server

Figure 20: Charon-SSP Manager for Baremetal Systems

Charon-SSP Manager options if the managed host system runs a Charon-SSP AWS installation (as an example
for the Charon-SSP Automatic Licensing product):

Suspend Virtual
Machine

Start Virtual
Machine

Import Virtual Machine f

Virtual Machine Settings About /

Stop virtual Alert
machine messages

Create Virtual Machine

For remote display: go to
graphical display of
selected Charon instance

Console Options

Preferences
Ch

Exit \#
Virtual Machine Tools Help

Welcome to Charon Manager

=== Create a New Virtual Machine (VM)
Host Information -o Create a new virtual machine, which will then be added to the left list.

Network Settings
Create Virtual Storage

AWSCloud File Manager Import a Virtual Machine (VM)
I e g Import an existing virtual machine, which will then be added to the left list.
X11 Server
Storage Manager
Time & Date
SFTP Server About
@ View version information of Charon

Figure 21: Charon-SSP Manager on a cloud-specific Charon-SSP AL instance
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The Charon-SSP Manager virtual machine pane on the left has some additional functions applicable to all product
variants:

e Double-clicking on Home sorts the virtual machines alphabetically. Repeating the action toggles between
ascending and descending sort order.

e The position of a virtual machine in the list can be changed by manual drag-and-drop.

e Aright-click in the pane when no virtual machine is selected opens a context menu to create or import a virtual
machine.

For information on running the Charon Manager and the Charon Director on Microsoft Windows, please also refer to the
appendix Charon-SSP GUI for Microsoft Windows.
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7.5.2 Creating a Virtual Machine

The first step to running an emulated SPARC system is to create the initial configuration using the following steps:

Step | Description
Open the New Virtual Machine window using either of the following methods:

e From the opening screen titled Welcome to Charon Manager, click on Create a New Virtual
Machine icon, or

e use the Create option in the Virtual Machine menu, or

e while Home is selected, right-click into an empty area in the virtual machine list pane and select
the option to create a new virtual machine from the context menu.

Select the appropriate Hardware Model by clicking the radio button labelled with the SPARC family that
most closely matches the system to you wish to run.
e The hardware family SUN-4M represents a SPARC V8 32-bit model.
2 e The hardware family SUN-4U represents a SPARC V9 64-bit model.
e The hardware family SUN-4V represents a SPARC V9 64-bit model with the 4V features. You
can select either a SPARC T2 or a SPARC T4.

The configured model must be covered by your license.

Enter a name for the emulated SPARC system in the Virtual machine name field.

4 Click on OK.

The steps above create a basic new emulator configuration. The new virtual machine is listed the left-hand pane of the
management interface showing the Virtual machine name you specified.

The screenshot below shows the management interface screen after two emulated SPARC systems were created.

Charon Manager [SSP] -> 127.0.0.1 [Charon Baremetal SSP] - o x

Virtual Machine Tools Help 'y

FYZ welcome to Charon Manager

G
= Create a New Virtual Machine (VM)

2 4M
<) -O Create a new virtual machine, which will then be added to the left list.

Import an existing virtual machine, which will then be added to the left list

C About
View version information of Charon.

Figure 22: Charon-SSP Manager main window with virtual machine

a Import a Virtual Machine (VM)

The initial emulator configuration is only a configuration template. To complete the configuration, continue with the
next section (Configuring a Virtual Machine).
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7.5.3 Configuring a Virtual Machine

To open the emulator configuration window, first select the virtual machine in the left-hand pane of the Charon-SSP
Manager. This shows the virtual machine overview in the right-hand pane, including the following tabs:

e Summary tab: Overview of the current configuration of the selected virtual SPARC.
e Log tab: Enables viewing the log files (VM log, TTYA/B log, crash log) of the selected virtual SPARC.
e Console tab: The built-in serial console of the selected virtual SPARC.

The image below shows an example of the summary page of an emulated SPARC on a non-cloud host system:

Charon Manager [SSP] -= 127.0.0.1 [Charon Baremetal S5P] - =] *
Virtual Machine Tools Help

Summary | Log Console

Hardware model:  SUN-4U

Virtualization mode: Emulation

Virtual CPUs: 1

DIT optimization:  Client JIT

DIT page size: 480 KB

FP boost ratio: 0

Power options: Balanced

Memory: 1GB

Memory allocator:  malloc

Graphics card: type: cgsix; dual display: off; remote display: off; displayl: :0.0; console: on!
TTYA: Telnet, 9000

TTYB: Disabled

TTYX: Disabled

GPIB: Disabled

Audio: Disabled

USB: Disabled

NVRAM: Disable auto-boot: off

Ethernet: Disabled

SCSI: Disabled

SCSIX: Disabled

Log severity: info

Log output to: file

Log rotation: 5

Log file: fopticharon-agent/ssp-agent/ssp/sun-4u/dU/dU log

Config file: fopticharon-agent/ssp-agent/ssp/sun-4u/dU/dU.cfg

Edit Virtual Machine Run Virtual Machine
4l is not running

Figure 23: Charon-SSP virtual machine summary page

To continue with the configuration of the emulated SPARC system,

e click on the Edit Virtual Machine button in the Summary tab, or
e select Virtual Machine Settings from the emulated system context menu or the Virtual Machine menu.

This opens the Virtual Machine Settings window for the virtual machine.

Configuration changes are
e confirmed with OK and
e discarded with Cancel (the options are at the bottom of the configuration window).

For any configuration changes to take effect, the virtual machine must be restarted. However, it is also
recommended that before making any configuration changes the virtual machine be shut down correctly.
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The example below shows the configuration window of a SUN-4U system on an on-premises host system:

Virtual Machine Settings X
Jevice | Summary Hardware Model
Select which hardware model do you want to emulate.
CPU 1
Hardware model: | SUN-4U -
DIT Client JIT S
Memory 168 Comment:
Graphics Disabled
SCsI Disabled
TTYA 9000
TTYB Disabled
TTYX Disabled
GPIB Disabled
Audio Disabled
use Disabled
Ethernet enp0s8
NVRAM
Hcense [_] Start VM with systemafter delay | 0 % | seconds
Log 4U-2.log
OK Cancel

Figure 24: Charon-SSP virtual machine settings window (non-cloud)

The example below shows the configuration window of a SUN-4U system on a Charon-SSP AL cloud-based host
system (with the reduced feature set specific to cloud environments):

Virtual Machine Settings x
Device = Summary Hardware Model
Model ~ SUN-4U Select which hardware model do you want to emulate.
CPU 1
i Hardware model: | SUN-4U
DIT ClientJIT S —
Memory 1GB Comment:
Graphics Disabled
SCsl Disabled
TTYA 9000
TTYB Disabled
Audio Disabled
Ethernet Disabled
NVRAM
Log 4U.log
[_] Start VM with systemafter delay | 0 ¢ : seconds
oK Cancel

Figure 25: Charon-SSP Virtual Machine Settings Window (cloud)

The following sections describe the different configuration categories of the Virtual Machine Settings window.
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7.5.3.1 Hardware Family Configuration (Model)

To view the virtual machine hardware family configured when creating the emulated system, select Model in the left-hand
pane of the Settings window. This displays the current value in the Hardware Model pane.

Please note:

e The basic hardware model cannot be changed after creating the virtual machine.
e You can change the SPARC T2/T4 setting for SUN-4V.

Supported hardware families:

e Charon-SSP/4M:
o Sun-4c and Sun-4m (represented by the Sun SPARCstation 20)

e Charon-SSP/4U is:
o Sun-4u (represented by the Sun Enterprise 450)

e Charon-SSP/4V(+) is:
o Sun-4v (represented by the SPARC T2 or the SPARC T4, depending on the selected type). SPARC T4 is

required to run a Solaris 11.4 guest system.

Unless otherwise mentioned, the names Charon-SSP/4U and Charon-SSP/4V include Charon-SSP/4U+ and
Charon-SSP/4V+.

The following image shows a sample Charon-SSP/4V model configuration:

Virtual Machine Settings x
Hardware Model
Model  SUN-4V Select which hardware model do you want to emulate.
CPU 1
Hardware model: | SUN-4V + | SPARCT2 =
oIt Client JIT
Memory 1GB Comment:
SCsl Disabled
VDS Disabled
Chassis  Disabled
Veonsole 9000
TTYA Disabled
TTYB Disabled
TTYX Disabled
USB Disabled
Ethernet Disabled
NVRAM
License [ | Start VM with systemafter delay | 0 % _ seconds
Log 4V.log
OK Cancel

Figure 26: SUN-4V model configuration
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Configurable options:

e The base architecture chosen (4M, 4U, or 4V) cannot be changed after creating the emulated SPARC system.
For a SUN-4V, the selection of SPARC T2 or SPARC T4 can be changed (provided the guest OS supports it).
The SPARC T4 is required for Solaris 11.4.

¢ Comment field: allows you to add additional optional information about the virtual machine.

e Start VM with system: This option integrates the startup of the Charon-SSP instance in the host system startup.
With this option enabled, the virtual machine starts automatically when the system boots. Optionally, a delay can
be configured (for example to wait for a license server to come online).

o Possible values for the delay parameter: 0 to 300 seconds.
o The auto-start information for an emulated system is stored in /opt/charon-agent/ssp-agent/ssp/vm.dat.

Additional information: the mechanism to start an emulator automatically when the host system boots changed starting
with version 4.0.x. Charon-SSP no longer creates a start/stop script in /etc/init.d if this option is selected. Existing scripts
are not deleted, but will no longer be activated. Instead, the Charon Agent is now responsible for starting emulator
instances configured via the Charon Manager for starting with the host system boot.

If a VM is started automatically with the host system startup and stopped with host system shutdown, it is the
responsibility of the user to shut down the guest operating system cleanly before host system shutdown.
Failing to do so may cause data corruption in the guest system.
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7.5.3.2 CPU Configuration

To view or change the current virtual machine CPU configuration, select CPU in the left-hand pane of the Settings window
as shown in the on-premises host example below:

V¥ Virtual'Machine Settings 0 X
Device  Summary CPU
Choose this when host Hyper-Threading is enabled
Model  SUN-4U or VM is in virtual environment such as VMware.
CPU 1 Specify the number of virtual SPARC's CPU
DIT Client JIT
Number of CPU: | 1 v

Memory 1 GB

Graphics Disabled Power options: | Balanced v

SCSl 0 Disablad Virtual CPU and 1/0 binding settings
TTYA 9000 o
CPU binding: %
TTYB  Disabled
TTYX  Disabled IO binding: g

GPIB Disabled
Audio Disabled

Reserved /O CPUs:

Figure 27: Charon-SSP virtual machine CPU configuration

The following table lists each of the fields in the CPU configuration window and describes their operation.

Field Description

Enable the Charon-SSP adjustment for a hyper-threading host environment, or for running the
Charon host under a Hypervisor. Required in many cloud environments where the CPU cores
Hyper- provided in a cloud instance often correspond to threads on the underlying hardware. With this
threading | mode enabled, Charon-SSP does not set a CPU core affinity on the host system, but relies on the
checkbox | scheduler of the host operating system instead. In combination with the power option Power save
(see below), this will allow rescheduling idle guest system CPU threads, thus making best use of
the available CPU capacity.

Configure the number of virtual SPARC CPUs. Supported number of CPUs:

Number e Charon-SSP/4M: 1 to 4 virtual SPARC CPUs
of CPU e Charon-SSP/4U(+): 1 to 24 virtual CPUs
e Charon-SSP/4V (+): 1 to 64 virtual CPUs

This option determines the host CPU behavior when the guest Solaris is in idle state (supported for
Solaris 2.4 and above).
e Performance
Choosing this option keeps the host CPU in a busy loop waiting for next Solaris activity. This
option offers the best response time in Solaris but the host CPU usage is at 100% all the time.
e Balanced (default if hyper-threading option is not selected)
Choosing this option allows the host CPU to go into an idle state until the next Solaris activity.
This option offers a good balance between Solaris response time and host CPU usage.
o Power save (default if hyper-threading option is selected)
The host CPU is in deep “sleep” mode when the guest Solaris is in idle state. With this option
and hyper-threading mode set to on, an idle Solaris guest system CPU thread can be
rescheduled, thus making best use of the available CPU capacity. If hyper-threading is enabled,
this default power option should not be changed unless the number of real (physical) CPU
cores on the host system can fully satisfy the emulator requirements and only one emulator
instance is active on the system.

Power
options
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Field

Description

CPU
binding

Assign specific host CPUs to the processing of SPARC instructions. If configured, each virtual
SPARC CPU must be assigned to exactly one specific host CPU core for instruction processing.
This field consists of a comma-separated list of CPU IDs (index starts from 0). If left blank, the
virtual machine software will assign affinity itself starting with the highest CPU ID (recommended).
Cannot be used with hyper-threading mode enabled. CPU cores assigned to emulated CPUs are
never shared between instances.

I/0
binding

Assign specific host CPUs to the processing of guest I/0O requests. This field consists of a comma-
separated list of CPU IDs. If left blank, the virtual machine will assign 1/0 processing affinity itself
starting from CPU ID 0 (recommended). CPUs listed here cannot be shared between instances.
If there is an overlap with manually configured bindings in other instances or the automatically
calculated CPU allocation for 1/O, the instance will not start with the message:

“Wrong I0 affinity setting: already allocated by another thread.”

Reserved
/0 CPUs

Reserve CPUs on the host system for processing guest I/O requests. Allocation will start from the
lowest CPU ID.

Default: if neither 1/0O binding nor Reserved I/O CPUs is set, Charon will assign 1/3 (min. 1;
rounded down) of the number of host CPU cores to I/O processing starting from the lowest CPU ID
(recommended).

If there is an overlap between a manual configuration in one instance and the automatic calculation
of CPUs used for I/O processing in other instances, overlapping CPUs available for /O processing
are shared between instances. If the number of CPU cores used for 1/0O processing (configured or
calculated automatically) + the number of emulated CPUs is higher than the number of available
host CPU cores, the emulator does not start and logs the error: "Wrong CPU affinity
setting: no enough host CPUs."

Additional information:

e Manual I/O CPU bindings can be used to optimize 1/O and DIT performance on a host system running multiple
Charon-SSP instances, because it allocates dedicated CPU cores for I/O processing to a system (no sharing).

¢ Manually configuring the number of CPUs reserved for I/O can be used to adjust the CPU pool used for I/O
operations. Overlapping CPU cores between several instances will be shared.

¢ Once any manual configuration is used, its influence on all concurrently active Charon-SSP instances must be

considered in order to avoid undesired performance degradation.
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7.5.3.3 DIT Configuration

To view or change the current DIT configuration, select DIT in the left-hand pane of the Settings window.
There are three levels of DIT optimization:

e OFF: no DIT optimization.

e Client JIT or first level DIT: this is the equivalent of the DIT optimization available in older versions.

e Server JIT or second level DIT: this is a more aggressive optimization. It optimizes SPARC instructions at
runtime, based on an MRU policy (Most Recently Used).

Server JIT is not available in Charon-SSP/4M. Client and server JIT are implemented in two separate images that will
be configured automatically by Charon-SSP Manager depending on the configuration.

Comparison between the DIT configuration options:

DIT Optimization Translation speed Command execution after Translation | Memory requirements
OFF n/a Slow n/a

Client JIT Fast Faster Approx. 2GB RAM
Server JIT Slow Fastest (depending on application) Approx. 6GB RAM

Due to the slower and more resource-consuming translation in Server JIT mode, mostly long-running applications will
benefit from Server JIT.

The following sections show the details of both modes.
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7.5.3.3.1 Client JIT

This section describes the configuration options available in Client JIT mode. The image below shows a sample of the
Charon-4U configuration screen.

¥ Virtual'Machine Settings o x
Device Summary DIT
Madel SUN-4U Optimization settings.
CPU 1 Virtualization mode:  Emulation v
DIT Client JIT o :
DIT optimization: | Client JIIT hod
Memory 1GB
Graphics Disabled DIT page size: | 480 KB v
scsl Disabled FP boost ratio: | 0 % =
TTYA 9000

Figure 28: Charon-SSP Client JIT configuration window

The following table lists each of the fields available for DIT Client JIT mode and describes their operation.

Field Description

Possible values:

e Emulation: selects the Charon-SSP/4U or Charon-SSP/4V emulator,

o Intel VT-x/EPT: selects Charon-SSP/4U+ or Charon-SSP/4V+ depending on the base
hardware family selected. Also valid for AMD-v/NPT. This option is not available on
Charon-SSP/4M, if Charon-SSP/4U+/4V+ is not installed, or on unsupported platforms.
This setting is not stored in the emulator configuration file, but in the file /opt/charon-
agent/ssp-agent/ssp/vm.dat.

Please note:

Attempting to run Charon-SSP/4U+/4V+ on insufficient hardware will cause the instance to exit
with an error message. The exact message depends on the host hardware, for example,

‘MMU module insertion failed, please check if VT-X is enabled in BIOS”,
“The host CPU doesn’t support Intel VT-x / EPT”), or

“The host CPU doesn't support VT-x/EPT or AMD-v/NPT”".

Check the BIOS settings and the flags vmx and ept (or svm and npt for AMD) in the output of
cat /proc/cpuinfo or the flags line in the CPU tab of System info (Baremetal product) to verify
hardware support.

Virtualization
Mode

This option controls the Dynamic Instruction Translation (DIT). DIT is a just in time compilation
technology to dynamically optimize the SPARC instruction execution on x86-64 platforms. It
can be set to OFF, Client JIT, or Server JIT (Charon-4U/4V only).

Client JIT parameters:

DIT
Optimization

This option controls the size of the translation buffer holding the translated binary code that

DIT page results from the DIT optimization. It can be increased to a maximum of 2048KB. This parameter
size should only be changed if the log file indicates that the DIT optimization was disabled because
the translation buffer size was too small. This option is not available on Charon-4M.
Defines the level of floating-point optimization. The parameter can be set to a value from 0 to
FP boost 100. The default is 0 (= no boost). Most floating-point applications will profit from increasing this
ratio ratio. However, some applications may not be compatible with the optimization, resulting in

degraded performance. So testing is required. This option is not available on Charon-4M.
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7.5.3.3.2 Server JIT

This section describes the configuration options available in Server JIT mode (Charon-4U/4V only).

& Yirtual'Machine Settings o X

Device  Summary DIT
Model SUN-4U Optimization settings.
CPU - Virtualization mode: | Emulation v
DIT Server JIT

DIT optimization: | Server JIT i
Memory 1 GB
Graphics Disabled DIT page size: | 480 KB M
SCSI Disabled DIT code cache: | 2048 MB v
TTYA 9000 )

INT boost ratio: | 100 ¥ .

TTYB Disabled
TTYX Disabled FP boost ratio: |0 4

Figure 29: Charon-SSP Server JIT configuration window

The following table lists each of the fields available for DIT Server JIT mode and describes their operation.

Field

Description

Virtualization
Mode

Possible values:

e Emulation: selects the Charon-SSP/4U or Charon-SSP/4V emulator,

o Intel VT-x/EPT: selects Charon-SSP/4U+ or Charon-SSP/4V+ depending on the base
hardware family selected. Also valid for AMD-v/NPT. This option is inactive on Charon-
SSP/4AM or if Charon-SSP/4U+/4V+ is not installed. This setting is not stored in the
emulator configuration file, but in the file /opt/charon-agent/ssp-agent/ssp/vm.dat.

Please note:

Attempting to run Charon-SSP/4U+ on insufficient hardware will cause the instance to exit with
an error message (depending on host hardware, for example,

“MMU module insertion failed, please check if VT-X is enabled in BIOS”,
“The host CPU doesn’t support Intel VT-x / EPT”), or

“The host CPU doesn't support VT-x/EPT or AMD-v/NPT".

Check the BIOS settings and the flags vmx and ept in the output of cat /proc/cpuinfo, or the
flags line in the CPU tab of System info (Baremetal product) to verify hardware support.

DIT
Optimization

This option controls the Dynamic Instruction Translation (DIT). DIT is a just in time compilation
technology to dynamically optimize the SPARC instruction execution on x86-64 platforms. It
can be set to OFF, Client JIT, or Server JIT (Charon-4U/4V only).

Server JIT parameters (not available on Charon-4M):

This option controls the size of the translation buffer holding the translated binary code that

DIT page results from the DIT optimization. It can be increased to a maximum of 2048KB. This parameter
size should only be changed if the log file indicates that the DIT optimization was disabled because
the translation buffer size was too small.
DIT code Size of cache between 1024MB and 8192MB in steps of 1024MB.
cache
Defines the level of floating-point optimization. The parameter can be set to a value from 0 to
FP boost 100. The default is 0 (= no boost). Most floating-point applications will profit from increasing this
ratio ratio. However, some applications may not be compatible with the optimization, resulting in
degraded performance. So testing is required.
Defines the level of integer operation optimization. The parameter can be set to a value from 0
INT boost to 100. The default is 100 (= maximum boost). The higher the value the more resources are
ratio required. Hence high values are likely to provide most benefit if the guest system applications

run for a long time.
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7.5.3.4 Memory Configuration

To view or change the current memory configuration, select Memory in the Device column on the left.

The images below show examples of the memory configuration window:

Device
Model
CPU
DIT

Memory 1GB Memory allocator: |Malloc ¥

Graphics Disabled

Virtual'Machine Settings g X
Summary ol
SUN-4U Specify the amount of memory allocated to this virtual machine.
1
Client JIT Memory for this virtual machine: | 1 v | GB

ScCsl Disabled
TTYA 9000
Figure 30: Charon-SSP/4U memory options
Virtual Machine Settings x

Device | Summary Memory
Model — SUN-4V Specify the amount of memory allocated to this virtual machine.
CPU 1
DIt Client JIT Memory for this virtual machine: = 1 w | GB
Memory 1GB
SCSI Disabled Memory allocator: | Malloc -
vDs Disabled
Chassis  Disabled

Figure 31: Charon-SSP/4V memory options (no dropdown menu)

The following table lists each of the fields in the memory configuration window and describes their effect.

Field

Description

Memory for this
virtual machine

Set the amount of RAM allocated to the virtual SPARC machine. Memory must be allocated

in certain increments. The allocation rules for each virtual machine family are as follows:

¢ SUN-4M: 64MB, 128MB, 256MB and 512MB

e SUN-4U: 1to 128GB in 1GB increments

e SUN-4V:1to 1024GB in 1GB increments (not a drop-down list but manual entry).
Actual limits are different depending on guest OS: Solaris 10: 1TB, Solaris 11: 512 GB.
The GUI allows larger values, but this is reserved for future use.

Memory allocator

This option specifies the memory allocation method used for the virtual machine. The
default is malloc. It is appropriate for most cases. Please contact Stromasys if your
environment has special memory requirements. Options:

e Malloc: all virtual machine RAM is allocated from system heap.
e Mmap: all virtual machine RAM is allocated from file backed virtual memory by memory

mapping.
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7.5.3.5 Graphics Configuration

This configuration option is not applicable to SUN-4V(+).

Please note:

The graphical performance depends on many parameters, for example, the performance of host system,
emulated system, and network. One important requirement for good performance of a remote graphics display
is that the round-trip time of the network connection between display device and emulated Solaris system should
not be more than 20ms.

If the integrated SSH tunnel of the Charon-SSP Manager is used, the ports used for mouse and keyboard events
are redirected through the tunnel. The remote port (graphics data) is not redirected. Therefore, in such situations,

firewalls must allow the port. If a VPN connection is used to communicate with the Charon host and guest, all
connections can be routed through the VPN (see SSH VPN — Connecting Charon Host and Guest to Customer
Network for a small example). When running traffic over a public network, the use of an encrypted VPN

connection is highly recommended.

To view or change the current graphics emulation configuration, select Graphics in the left-hand pane of the Settings
window. This opens the graphics configuration window. As shown below, the graphics emulation is disabled by default.

Virtual Machine Settings

Device  Summary Graphics Card
Model - SUN-aU Type: Disabled v
CPU 1

oIT Client JIT

Memory 1GB

Graphics Disabled

SCSI Disabled

Figure 32: Graphics emulation disabled by default

To enable it, select a graphics card type from the drop-down menu. Possible values are

e CGSIX or CGTHREE on Charon-SSP/4M (CGSIX emulation is not supported for SunOS 4.x guest systems)

e CGSIX or Rage XL on Charon-SSP/4U(+)

The CGTHREE adapter is a graphic adapter with frame buffer; the CGSIX adapter is a graphic adapter with frame buffer
and 2D acceleration, the Rage XL is a graphic adapter with frame buffer, BMB Memory, and 2D acceleration.

The following image shows the options on a SUN-4U system:

CGSIX
Device  Summary Graphi¢ Rage XL
Model SUN-4U Type: Disabled
CPU 1
DIT Client IT
Memory 1 GB

Graphics Disabled

Figure 33: Graphics device selection on SUN-4U
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To start configuring a graphics device, select one of the supported graphics options. This opens the configuration window
as shown in the Charon-4U example below:

Virtual Machine Settings X

Graphics Card
Model  SUN-4U

- 1 Type: | Rage XL -

DIt Client JIT Screen:  Single ~ | Local v
Memory 1GB

Graphics  Rage XL Display: | :0.0

SCSI Disabled

TTYA 9000 Remote port:

TTYB Disabled

TTYX  Disabled Console: | ON N

GPIB Disabled
Audio Disabled
UsB Disabled
Ethernet enp0sé

Mouse port: | 11001

Keyboard port: | 11000

NVRAM Keyboard layout: | US -

License

Log 4U-2.log Resolution: = 1152X900 -
Full screen; | OFF -

Refresh rate: | 30

OK Cancel

Figure 34: Graphics configuration window (4U Rage XL)
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The following table describes the graphics configuration options:

Field Description
Selection of supported graphics options:
e CGSIX or CGTHREE on Charon-SSP/4M (CGSIX emulation is not supported for SunOS
Type 4.x guest systems)
e CGSIX or Rage XL on Charon-SSP/4U (+)
e Disabled
Number of screens:
e Single: use one screen
e Dual: use two screens
Screen Location for displaying the graphics output:
e Local: display graphics output only on the local system (disabled on cloud
installations)
¢ Remote: graphics output can be displayed on the local system or a remote system
Defines the DISPLAY variable to be used by the graphics output. The default value is “:0.0”
Display (display 0 screen 0). This value must be set to match the display configuration on the system

where the graphics output is to be displayed.
If a dual screen configuration is selected, two display variables can be defined.

Remote port

Defines the port(s) to which a Charon-SSP Manager on a remote system connects to display the
graphics output of the guest system. The default value is 11100 for a single screen configuration.
For a dual screen configuration, the default ports are 11100 and 11101. Only relevant for remote
screen configurations. The ports must be unique on the host system. See also the note about the
Charon Manager integrated SSH tunnel at the beginning of this section.

Defines whether the graphical device should act as the console of the guest system.
e ON: the graphics device is the system console of the guest system (default). In this case,

Console the serial console window in Charon-SSP Manager is not available.
e OFF: the serial console in Charon-SSP Manager or an external serial console is used.
Port for transmitting mouse event data. Default 11001. The port must be unique on the host
Mouse port
system.
Keyboard Port for transmitting keyboard event data. Default 11000. The port must be unique on the host
port system.
Keyboard The appropriate keyboard layout can be selected from the drop-down menu.
layout The META key of the Solaris keyboard is mapped to the Windows key on the PC keyboard.
The appropriate resolution can be selected from the drop-down menu.
Resolution CG3 supports 800 x 600, 1024 x 768, and 1152 x 900;
CG6 and Rage XL support 1024 x 768, 1152 x 900, 1280 x 1024, and 1600 x 1280.
If set to ON, the emulated graphics device will start in full-screen mode. Best results are achieved
Full screen if the resolution of the host system display matches the resolution of the emulated device. To

toggle between full-screen and normal mode during operation use the key combination
CTRL+SHIFT+F after clicking into the window to give it focus.

Refresh rate

The refresh rate for the graphical output can be set to a value between 20 and 100.
Charon-SSP/4U(+) only.

Mouse and keyboard capture and release:

e When you click into the graphics device window, it will capture mouse and keyboard.
e To release mouse and keyboard press LEFT-CTRL+ESC.
If running Charon Manager on Windows, use LEFT-CTRL+ALT.

Use the toggle key combination (CTRL+SHIFT+F) to switch between normal window mode and full-screen mode (first
click into the graphics window to make sure it has focus).
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In addition to configuring the graphics emulation in the Charon-SSP Manager, there are several prerequisites as
described in the following table:

Where

Description

Host
system

Ensure that the required ports for display, mouse, and keyboard events are not blocked by a
firewall (especially when using remote display).

Only relevant for non-baremetal systems: For a local graphics device, ensure that the local
root user can display X applications on the defined display. Verify this using the xhost command
without parameters. If the root user does not have access, the local graphics display will not
open and the Charon-SSP log will show repeatedly that a connection to the display is attempted
and disconnected again. To add the permissions, use the command xhost Sl:localuser:root.
Note: starting with version 3.1.x, this setting is added automatically by the Charon Manager upon
start (for the duration of the Linux login session).

Solaris
guest

Ensure that the required drivers (SUNWcg6*, SUNWdfb*, SUNWmM64*) are installed on the
system. They are part of the standard system and are normally installed if the matching devices
are found. Should they be missing, the packages can be installed or the drivers can be copied
from the installation CD (must be same version and patch level as the Solaris guest). The names
of the drivers are cgsix, cgthree, and m64.
After configuring the graphical device or changing the configuration between single and dual
screen configurations, restart the emulator and reboot the system with the boot <device> -r
option to create the correct device special files and the /dev/fb* links that point to these devices.
If the Solaris graphical user interface is to be used on the device, ensure that
o lusr/openwin/bin is in the path of the user,
o dtlogin is enabled at system start (usually enabled by /usr/dt/bin/dtconfig -e) and running
(process can be started with /etc/init.d/dtlogin start).
Ensure that the X-server uses the correct fb device (default /dev/fb). Otherwise, it may fail with
the message that the device does not exist. In this case, perform the following steps:
o Create the directory /etc/dt/config if it does not exist.
o Copy /usr/dt/config/Xservers into /etc/dt/config or edit a pre-existing file in this directory.
o Modify the X-server start line to contain the correct /dev/fb* line. You can find the existing
framebuffer device links using Is -l /dev/fb*. Sample line in the Xservers file:
:0 Local local_uid@console root /usr/fopenwin/bin/Xsun :0 -dev /dev/fb0 -nobanner
If you use a dual monitor configuration, you must add a second -dev entry. On Solaris 10
the path for the Xserver is /usr/X11/bin/Xserver.

Figure 35: Dual screen display on one physical monitor
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7.5.3.6 SCSI Storage Configuration

7.5.3.6.1 Drivers for Emulated SCSI Devices

The following SCSI device drivers are required by the guest operating system to operate the SCSI devices provided by
the Charon-SSP emulator. If the physical Solaris system that is to be migrated does not have these drivers, they must be
copied from another Solaris system or an installation 1ISO of the same version.

e sd/st (SCSIdisk/tape)
e glm (SCSI HBA driver)

Please note: Solaris 11.4 installation media no longer include the GLM driver. Therefore, the installation ISO or CD-ROM
must be configured as a VDS device (with ID 6). To install Solaris 11.4 on a SCSI disk, the required SCSI driver must be
installed in the installation environment and in the newly installed system. The GLM driver from Solaris 11.3 can be
installed in Solaris 11.4 to support the SCSI devices provided by the Charon-SSP emulator.

7.5.3.6.2 SCSI Configuration Window Overview

To view or change the current virtual machine SCSI configuration, select SCSI in the left-hand pane of the Settings
window. This opens a SCSI configuration window like the one shown below.

Virtual Machine Settings x

SCsi

Model  SUN-4U

CPU 1 ; ; ;
SCSI0 :vdisk : 0  /charon/storage/ac14300-s0l26-system.vdi

DIT Client JIT T B p— =
via| charon/storage/tapel.vta
Memory 1GB = . =

Graphics Disabled
TTYA 9000

TTYB Disabled
TTYX Disabled
GPIB Disabled
Audio Enabled
USB Disabled
Ethernet Disabled

NVRAM

License

Log 4U.log Create Virtual Storage Edit Remove Add...
OK Cancel

Figure 36: Virtual SCSI device configuration window
This window allows the following actions:

e Creating virtual disk and tape container files (Create Virtual Storage button). The Create Virtual Storage option
is also available in the Tools menu of the Charon-SSP Manager. The functions provided are identical to the
functions provided via the Virtual Machine Settings window shown above.

e Attaching virtual storage devices (both physical devices and container files) to the virtual machine (Add button).

e Editing or removing an existing virtual storage device. Select an existing device to make the Edit and Remove
buttons available.
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7.5.3.6.3 Creating a New Virtual Disk Container File

It is often convenient to use container files for virtual disk and tape devices. This section describes how to create disk
container files. To create a virtual disk container file, click on Create Virtual Storage in the SCSI device Virtual Machine
Settings window. This displays the Create Virtual Storage dialog opened on the virtual disk tab as shown below.

Create Virtual Storage

Virtual Disk | Virtual Tape | Virtual Floppy

Virtual disk type: | Custom -
Virtual disk name: | datadiskl wvdisk
Location: | 1= storage v

Virtual disk geometry:
Block number: | 10000000

Block size: 512 Bytes
Disk size: 5.1 GB/4.8 GiB
0%

Create Close

Figure 37: Create new custom virtual disk

To create a virtual disk container file, follow the instructions listed below.

Step | Description

Select the virtual disk type from the drop-down list Virtual disk type.

e If you select a preconfigured Virtual disk type the Block number field is updated to match that
model.

1 e If you specify the type Custom, enter the container file size in 512-byte blocks at the field Block
number. The size of the custom disk is shown in KB/KiB, MB/MiB, or GB/GiB depending on the
configured number of blocks.

e Please note: currently, the maximum size of a disk presented to a Charon-SSP emulator is 2TB.

2 Specify a name for the virtual disk container file in the field Virtual disk name.

Select the location on the host filesystem for the container file by clicking on the Location selection
button and selecting the correct path. The default is different depending on the Charon-SSP product.

Click on Create to create the virtual disk container file.

4 Depending on the size of the container file, this may take some time. Close the window when done with
creating container files.

Before the disk can be used by the Solaris guest system, it must be added to the system configuration and
formatted by the Solaris guest according to the customer specific requirements.
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7.5.3.6.4 Creating a New Virtual Tape Container File

To create a virtual tape container file, click the Create Virtual Storage button in the SCSI device Virtual Machine
Settings window. This opens the Create Virtual Storage window. Select the Virtual Tape tab.

To create a virtual tape container, follow the instructions below:

Step | Description

1 Specify a name for the virtual tape container file in the field Virtual tape name.

2 Select the location on the host filesystem for the container file by clicking on the Location selection
button and selecting the correct path.

3 Specify a size for the virtual tape file in megabytes (MB) in the field Tape size. The vtape file will expand
automatically if more space is needed while writing to the tape.

4 Click on Create to create the virtual tape container file.
Depending on the size of the container file, this may take some time.

Using a virtual tape:

Once a virtual tape device has been created, it can be added to the Charon-SSP configuration and used by the Solaris
guest system.

To simulate “swapping a tape” during guest system operation, the following steps are required:

Step | Where | Description

1 Guest | Rewind tape if required (will lead to overwriting existing information), write content to it, and “eject” it:
# mt -f <device-name> rewind
# tar —-cvf <device-name> <files-to-save>
# mt -f <device-name> offline

2 Host Move virtual tape container file to another name/location and create an empty new container with

the original name.

# mv <vtape-container-name> <vtape-container-archived>
# touch <vtape-container-name>

3 Guest | Display tape status (thereby loading the new file), rewind tape if required, and write content to it:
# mt -f <device-name> status
# mt -f <device-name> rewind
# tar -cvf <device-name> <more-files-to-save>

Solaris tape device names have the format /dev/rmt/<device> where device can be a digit (e.g., /dev/rmt/0) or a
combination of digits and certain letters (e.g., /dev/mnt/On is the first drive set to no rewind).

Should the devices not exist after adding a virtual tape drive, boot the emulated SPARC guest system with the
-r (reconfigure) parameter. Example: boot disk0 -r.
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7.5.3.6.5 Adding or Editing a Virtual SCSI Device

To add a new virtual SCSI device, click on the Add button.

To modify an existing virtual SCSI device, select it from the list of configured devices and click on the Edit button. The
Edit button appears when an existing virtual SCSI device is selected.

In both cases, a window like the one below opens with the configuration parameters of the virtual SCSI device.

Add SCSI| Device

5CS|bus: Primary SC5| Bus ¥

SCS511D: O h

LUMN 1D: 10 hd

Removable: OFF h

SCS| device type: | Virtual Disk v

SCS| device path: || | (None) E
OK Cancel

Figure 38: Add a virtual SCSI device (Charon-SSP/4U example)

» Important note about SCSI bus and target ID configuration for emulated SCSI devices:

Charon-SSP does not place any restrictions on the SCSI bus and target ID configured for emulated SCSI devices, e.qg.,
a virtual CD-ROM. However:

e Charon-SSP/4M normally expects the boot CD-ROM device to have SCSI ID 6 / LUN 0.
e Charon-SSP/4U normally expects the boot CD-ROM device to be on the external bus and SCSI ID 6 / LUN 0.
e Charon-SSP/4V normally expects the boot CD-ROM device on the internal (primary) bus and SCSI ID 6 / LUN 0.

If you encounter the problem that the boot CD-ROM is not found when trying to boot from it, verify its expected location
in the OBP environment (using the devalias command).

Please refer to the VDS section for Solaris 11.4 boot device configuration.

The following table lists the fields in the Add/Edit SCSI Device configuration window and describes their possible values
and meaning.
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Field

Description

SCSl bus

Specify either the Primary SCSI Bus or the External SCSI Bus.
The External SCSI Bus is not supported on Charon-SSP/4M.

SCSIID

SCSI target identification number.
e Charon-SSP/4M: possible values are a 3-bit narrow SCSI target IDs between 0 and 7.
e Charon-SSP/4U/4V: possible values are a 4-bit wide SCSI target IDs between 0 and 15.

The SCSi target ID 7 is reserved for the SCSI host bus adapter. It cannot be used for a
user-configurable SCSI device.

LUN ID

Logical Unit Number. A SCSI device is identified by a combination of bus, target ID (SCSI
ID), and LUN ID. The LUN ID parameter must be configured to match the storage device
configuration and the guest OS support. Valid IDs are 0 through 7. Default value is 0.

e The LUN configuration must start from LUN 0 and be contiguous without any gaps.

¢ The LUNSs configured for one SCSI target ID must belong to the same virtual device type.
Mixing device types leads to the error SCSI X is in use.

¢ Even on Solaris systems that support disks with non-zero LUN IDs, an old sd driver may
not recognize such disks without manual configuration. Please refer to section Disks with
non-zero LUN ID below.

Removable

Default: OFF.

If enabled, the emulator will start even if the device/file does not exist on the host.

SCSl device
type

Drop-down list of configurable device types.

The list below shows the device types that are available in cloud and on-premises
installations:

e Virtual Disk: Virtual disk device backed by a container file (*.vdisk)

e Virtual CDROM: Virtual CD-ROM device backed by a container file (*.iso)

o Virtual Tape: Virtual tape device backed by a container file (*.vtape)

e Physical Disk: Virtual disk device mapped to a physical disk or a physical disk

partition on the host system

The following device types are only supported in conventional and Baremetal non-cloud
installations:

e Physical CDROM: Virtual CD-ROM connected to a host-attached physical optical drive
e Physical Tape: Virtual tape device connected to host attached physical tape drive.
e Generic Device:  Generic SCSI device.
Useful to connect special SCSI peripherals, such as tape robots or SCSI-connected
serial devices and scanners (testing of specific device is always required).
The actual device type of a generic device (e.g., disk or tape) can be identified with the
command: 1sscsi -g
If the command does not exist, use yum install 1lsscsi to install the package from
your standard repository.
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Field (cont’d)

Description

SCSl device
path

Click on the SCSI device path button to configure the mapping of the virtual SCSI device.
This will open a file browser. To sort the file browser display by name, click on the

corresponding heading.

Select the correct device or file using the file browser, or type the correct name in the file
name field.

The list below shows sample device paths for each SCSI device type option.

Virtual Disk:
Virtual CDROM:
Virtual Tape:
Physical Disk:

Physical CDROM:
Physical Tape:
Generic Device:

{usr/local/vm/scsiO.vdisk
lusr/local/sharefiso/sunos_4.1.4.iso
lusr/local/vm/scsil.vtape

/dev/sda, or
/dev/disk/by-uuid/31fa8e8c-a6¢c0-45f7-9892-dal3ba81lele5

It is strongly recommended to use a persistent device name from
e /dev/disk/by-id, or
e /dev/disk/by-uuid

instead of a non-persistent /dev/sdX device name.

/dev/srl

/dev/st0
/dev/sg0

Note: if you manually enter a device name instead of selecting a device from the file
browser window, make sure that the file/device exists (relative to the path of the opened file
browser) or is set to removable.
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7.5.3.6.5.1 Disks with non-zero LUN ID

Even if Solaris itself supports disks with non-zero LUN IDs (for example, Solaris 10 and 11), it is possible that old sd SCSI
drivers do not recognize such disks without manual configuration.

In such cases, the following steps can be applied:
1. Verify that the non-zero disk is visible on the OBP console using the probe-scsi command. If the disk is not
visible, this indicates a different problem.
2. Boot the Solaris guest system (if the system is unbootable, the recovery steps are outside the scope of this
section).
3. Use the format command to check which disks are visible (leave the format command without performing any
actions).
4. If the disks with the non-zero LUN IDs are not visible, perform the following steps:
a. Go tothe kernel driver directory: # c¢d /kernel/drv
b. Make a backup copy of the file sd.conf.
c. Open the file sd.conf in a text editor.
d. For each of the missing disks with a non-zero LUN ID, copy the lines of the LUN ID = 0 entry of the
relevant SCSI target ID.
e. Modify the copied lines to point to the correct non-zero LUN ID as shown in the example below:
# cat /kernel/drv/sd.conf
#
# Copyright 2009 Sun Microsystems, Inc. All rights reserved.
# Use 1is subject to license terms.
#
#ident "@(#)sd.conf 1.11 09/04/15 sSMI"

—_n

name="sd" class="scsi"
target=0 1lun=0;

# new entry for disk with target-ID=0, LUN-ID=1
name="sd" class="scsi"
target=0 lun=1

f. Save the file.
g. Reboot the system with the -r switch.
h. Verify that your disks are visible.
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7.5.3.6.6 Physical Disk Parameters on Charon-SSP

The Charon-SSP virtual machines offer additional options when adding physical disks as virtual SCSI devices. The
windows for adding and editing devices contain the same fields. The configuration windows are different for Charon-
SSP/4U/4V and Charon-SSP/4M because only Charon-SSP/4U and Charon-SSP/4V support a second SCSI bus.

The two different configuration windows for physical disks are shown below:

Add physical disk on Charon-SSP/4U/4V Add physical disk on Charon-SSP/4M
Add SCSI Device Add SCSI Device
SCS|bus:  Primary SCS51Bus v SCSIID: |0 =
SCSIID: 0 v LUN ID: |0 o
LUM ID: |0 v Remowvable: | OFF v
Removable: OFF b SCS| device type: |Physical Disk v
SCS| device type: |Physical Disk ~ Pass through: OFF hd
Pass through: | OFF oA Serial Number:

Serial Number: SCS|device path: || | (None) =

SCSldevice path: | | | (None) E

0K Cancel
OK Cancel

The following table describes the additional parameters available for physical disks on Charon-SSP:

Field Description

Pass You can select OFF (default) or ON. SCSI pass-through is used to pass SCSI commands directly to a

through | SCsiI disk device. Such devices can be locally or remotely connected SCSI disks (e.qg., local disks,
iISCSI connected disks, Fibre Channel disks). On the host side, this feature depends on the generic
SCSI driver (SG) capabilities of the host operating system. The emulator does not depend on special
adapter types. This feature is useful, for example, for using shared disks in cluster environments
(fencing / persistent reservations). Also, with SCSI pass-through, the data bypasses the Linux 1/0
cache layer. Read/write operations go directly to the storage controller.

Serial The serial number is a physical characteristic of hard disks and can be used to identify disks

Number

persistently and unambiguously. The Linux device file naming (i.e., /dev/sdX) may change when the
host system reboots. Therefore, it is advisable to use a persistent identification for physical disks. In
addition to the serial number, the persistent name of a disk from /dev/disks/by-id or /dev/disks/by-uuid
can also be used for this purpose (as the SCSI device path).
If the Serial Number field is enabled, the field SCSI device path is disabled.
Identification of the serial number:
¢ Use the following command to locate the serial number of a disk (either ID_SERIAL_SHORT or
ID_SCSI_SERIAL can be used):
# udevadm info -q property -n /dev/sdc | grep SERIAL (e.g., device /dev/sdc)
e On Baremetal or cloud-specific Charon-SSP AL systems, you can also find the serial number
using the Storage Manager started from the
Tools > Charon Baremetal or
Tools > <cloudname> Cloud menu of the Charon-SSP Manager.
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7.5.3.6.7 Removing a SCSI Storage Device

To remove a SCSI storage device, perform the following steps:

e Select the device in the Virtual Machine Settings SCSI configuration window.
e Then click the Remove button.

The device is removed immediately from the configuration. The Charon-SSP Manager does not ask for confirmation.

If the virtual SCSI storage device is attached to a container file, the file itself is not removed with the configuration.

7.5.3.7 Configuring VDS Storage Devices

Please note: this feature is only supported for Charon-SSP/4V. Guest systems starting with Solaris 10-U6 can use VDS
and/or SCSI storage devices.

The VDS configuration allows adding CD-ROM and/or disks to an emulator configuration that correspond to disks
connected to a VDS (Virtual Disk Server) on a physical system. The devices are addressed as vdisk and vcdrom on the
OBP console. To view or change the current virtual machine VDS disk configuration, select VDS in the left-hand pane of
the Settings window. This opens a VDS configuration window like the one shown below:

Virtual Machine Settings x
VDS
Model SUN-4V
CPU 1
DT ClenturT
Memory 1GB
SCsI Disabled
VDS VDS 0
Chassis  Disabled
Vconsole 9000
TTYA Disabled
TTYB Disabled
TTYX Disabled
USB Disabled
Ethernet Disabled
NVRAM Create Virtual Storage Edit Remaove Add...
OK Cancel

Figure 39: VDS configuration window
This window allows the following actions:

e Creating virtual disk files (Create Virtual Storage button). The Create Virtual Storage option is also available in
the Tools menu of the Charon-SSP Manager. The functions provided are identical to the functions provided via
the Virtual Machine Settings window shown above. Please refer to the corresponding sections in the SCSI
Storage Configuration chapter.

e Attaching virtual storage devices (both physical devices and container files) to the virtual machine (Add button).

e Editing or removing an existing virtual storage device. Select an existing device to make the Edit and Remove
buttons available.
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7.5.3.7.1 Adding or Editing an VDS Device
To add a new VDS device, click on the Add button.

To modify an existing VDS device, select it from the list of configured devices and click on the Edit button. The Edit
button appears when an existing device is selected.

In both cases, a window like the one below opens with the configuration parameters of the VDS device.

Add VDS Device » Add VDS Device

VDS ID: | O - VDS ID: | O -

VD5 device type: | Virtual Disk v VDS device type: | Physical Disk v
VDS device path: (None) =] Pass through: = OFF -

|| Serial Number:
OK Cancel
VDS device path: (Mone) =]
Figure 40: Add an VDS device
OK Cancel

Figure 41: VDS physical disk parameters

» Important note about the VDS ID:

Charon-SSP/4V expects the boot CD-ROM device on the on VDS ID 6.

This device can be booted with the command: boot wvedrom.
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The following table describes the fields in the Add/Edit VDS Device configuration window:

Field Description
VDS ID VDS device identification number. Valid range 0 to 119.
VDS device Drop-down list of configurable device types:
type e Virtual Disk: Virtual disk device backed by a container file (*.vdisk)
e Virtual CDROM: Virtual CD-ROM device backed by a container file (*.iso)
e Physical Disk: Virtual disk device mapped to a physical disk or a physical disk
partition on the host system
e Physical CDROM: Virtual CD-ROM connected to a physical optical drive on the host
system (not available in cloud environments)
Click on the VDS device path button to configure the mapping of the VDS device. This will
open a file browser. To sort the display by name, click on the corresponding heading.
Select the correct device or file using the file browser, or type the correct name in the file
name field.
The list below shows sample device paths for each VDS device type option.
e Virtual Disk: /usr/local/vm/datal.vdisk
VDS devi o Virtual CDROM: lusr/local/sharefiso/solaris-11-4.iso
evice e Physical Disk: /dev/sda, or
path

/dev/disk/by-uuid/31fa8e8c-a6¢c0-45f7-9892-dal3ba81le0e5

It is strongly recommended to use a persistent device name from
e /dev/disk/by-id, or
e /dev/disk/by-uuid

instead of a non-persistent /dev/sdX device name.

e Physical CDROM: /dev/srl

Note: if you manually enter a device name instead of selecting a device in the file browser,
make sure that the file/device exists (relative to the path of the opened file browser).

Pass through

Physical disks only!

You can select OFF (default) or ON. VDS pass-through is used to pass selected SCSI
commands directly to a VDS disk device. This feature is useful, for example, for using
shared disks in cluster environments (fencing / persistent reservations). Also, with SCSI
pass-through, the data bypasses the Linux I/O cache layer. Read/write operations go
directly to the storage controller.

Serial Number

Physical disks only!

The serial number is a physical characteristic of hard disks and can be used to identify disks
persistently and unambiguously. The Linux device file naming (i.e., /dev/sdX) is not
persistent. Therefore, it is advisable to use a persistent identification for physical disks. In
addition to the serial number, the persistent name of a disk from /dev/disks/by-id or
/dev/disks/by-uuid can also be used for this purpose (as the device path). If the Serial
Number field is enabled, the field SCSI device path is disabled.

Identification of the serial number:

e Use the following command to locate the serial number of a disk (either
ID_SERIAL_SHORT or ID_SCSI_SERIAL can be used):
# udevadm info -q property -n /dev/sdc | grep SERIAL (e.g., device /dev/sdc)
e On Baremetal or cloud-specific Charon-SSP AL systems, you can also find the serial
number using the Storage Manager started from the
Tools > Charon Baremetal or
Tools > <cloudname> Cloud menu of the Charon-SSP Manager.
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7.5.3.7.2 Removing a VDS Storage Device

To remove a VDS storage device, perform the following steps:

e Select the device in the Virtual Machine Settings VDS configuration window.
e Then click the Remove button.

The device is removed immediately from the configuration. The Charon-SSP Manager does not ask for confirmation.

If the virtual VDS storage device is attached to a container file, the file itself is not removed with the configuration.

7.5.3.8 Configuring Chassis Identification Parameters

Please note: this feature is only available on Charon-SSP/4V.

The Chassis configuration section allows the configuration of chassis identification parameters if required for the proper
operation of the emulated system.

The image below shows a sample Chassis configuration window:

Virtual Machine Settings x
Chassis

Model SUN-4v

CPU 1 Chassis part number:

DIT Client JIT

Memory 1GB Chassis serial:

SCSI Disabled

VDS VDS 0 Product manufacturer:

Chassis  Disabled
Product name:

Vconsole 9000
TTYA Disabled System firmware:
TTYB Disabled

OK Cancel

Figure 42: Charon-SSP/4V chassis configuration

The configurable parameters are:
e Chassis part number
e Chassis serial number
e Product manufacturer
e Product name
e System firmware

The configuration should match the parameters retrieved from the original system. You can use the following Solaris
commands to retrieve the information:

e Chassis parameter: ipmitool -I bmc fru

e System firmware: prtdiag -v | grep Firmware
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7.5.3.9 Configuring a Floppy Drive

Please note: this feature is only supported in conventional and Baremetal non-cloud Charon-SSP/4M installations.

A physical or a virtual floppy drive can be added to the configuration. The way to configure a virtual floppy is very similar
to the virtual disk or virtual tape configuration described above (the virtual floppy is created via the Create Virtual Storage
option).

Virtual Machine Settings

Device  Summary Floppy
Model SUN-4M Floppy settings.
CPU 1
Floppy device type: Virtual Floppy ¥
oIT Client JIT
Memory 64 MB Floppy device path: || | (None) E

Graphics Disabled
SC51 Disabled
TTYA 9000

TTYB Disabled
TTYX Disabled
Parallel  Disabled
Audio Disabled

Create Virtual Storage
Ethernet Disabled

oK Cancel

Figure 43: Floppy configuration screen
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7.5.3.10 Vconsole Configuration (Charon-SSP/4V only)

The Vconsole device represents the serial console device of a Charon-SSP/4V instance. To view or change the current
virtual machine console configuration, select Vconsole in the left-hand pane of the Settings window. This opens the

Vconsole configuration window, shown below.

Virtual Machine Settings

Vconsole

Model  SUN-4V Operator console settings.
CPU 1
DIT Client JIT Type: = Telnet -
Memory 1GB
SCSI Disabled Port: | 5000
VDS Disabled

Console: | Built-in -

Chassis  Disabled

v le 9000

Access: | Unlimited .
TTYA Disabled
TTYE Disabled Log: [ |
TTYX Disabled

Figure 44: Vconsole configuration window

The emulated console type can have one of four values as described below.

Use the Type drop-down list to set the value.

e TCPraw: configure the console device as a network device (TCP socket) without any protocol enabled.

e Telnet: configure the console device as a network device (TCP socket) with the telnet protocol enabled.
e Physical: configure the console device as physical terminal directly attached to the host system.

e Disabled: disable the virtual console device entirely.
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7.5.3.10.1 Vconsole Network Configuration

When configuring a network console device, the user can select one of two modes:

e TCP raw (serial line without protocol), or
e Telnet (serial line with telnet protocol support).

The image in the section above shows a sample of the Vconsole configuration for type telnet.

The following table lists all the additional fields in the Vconsole network device configuration window and describes
their function:

Fields Description
This option specifies the TCP/IP port to use when listening for incoming console client connections.

The ports configured for the network console and the serial ports must be unique on the Charon-
SSP host system. Using a port that is already in use results in the following error messages in the
virtual machine log file.

2019-08-27 09:54:03 ERROR SocketIO Failed to open socket server (port: 9000).
Port 2019-08-27 09:54:03 ERROR Serial Fail to initialize serial device.
2019-08-27 09:54:03 ERROR VM Failed to initialize VWCONSOLE

To access the console of a guest system across the network, make sure the port configured for
the console is permitted by any intermediate firewalls. If using the Charon Manager with the
embedded serial console, the connection can be routed across the Charon Manager SSH tunnel.

Specify in which way the network console will be viewed. Not visible if graphics device is
configured with console enabled.

Console Description

The built-in console is displayed and accessible from the Console tab in the Charon

Built-i .
urtn Manager. The console process listens on TCP port 9000 by default.

An external network console device allows an external client (e.g., a telnet client) to
Console connect to the console port and interact with the virtual console device. If you choose
this option, the console tab of the Charon-SSP Manager will not be shown for the
system in question. By default, Charon-SSP will try to start a PuTTY window
External (conventional Charon-SSP systems: check if the root user can display X-
applications on DISPLAY :0 and if PUTTY is installed on the system).

The option External is not available on cloud installations. However, when
using Charon Manager on Windows, PUTTY can still be used to connect to the

console.

Unlimited Connection to the console is possible via a remote network connection.

Access
Local only Connection to the console is only possible from the local host.

When this box is checked, Charon-SSP writes a console log using the path
/opt/charon-agent/ssp-agent/ssp/sun-4v/<vm-name>/<vm-name>_vconsole.log.

Log The path can be changed in the configuration file.

Note: the log file configured here is separate from the file the Charon-SSP Manager uses to cache
the console output for the built-in serial console of the Charon-SSP Manager.
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7.5.3.10.2 Vconsole Physical Line Configuration

The image below shows the configuration window for a physical console device of a Charon-SSP/4V system.

Virtual Machine Settings X

Vconsole

Model  SUN-4V Operator console settings.

CPU 1

DIT Client JIT Type: | Physical ~
Memory 1GB

SCsl Disabled Device: ttySo =

VDS Disabled
Chassis  Disabled
Veonsole /dev/ttySO

Log:

Figure 45: Vconsole physical serial line

Physical serial console configuration options:
e Device: opens a file browser to let the user select from the directly attached serial ports available on the host
system (tty* devices).
e Log: used to enable and disable the console log as described in the network settings.

7.5.3.11 TTYA Configuration

To view or change the current virtual machine console configuration, select TTYA in the left-hand pane of the Settings
window. This opens the TTYA configuration window, shown below. In this example, TTYA is disabled.

Virtual Machine Settings X
TTYA
Model  SUN-4U Operator console settings.
CPU 1
DIT Client JIT Type: | Disabled =
Memory 1GB
Graphics  CGSIX
SCSI SCSI0
TTYA Disabled

Figure 46: Virtual machine TTYA disabled

Note: on Charon-SSP/4U and Charon-SSP/4M, TTYA can be configured as the serial console or, if the graphical device
is configured to be the system console, TTYA can be used as a normal serial line. On Charon-SSP/4V systems, it can
only be used as a normal serial line.

The virtual console type can have one of four values as described below.
Use the Type drop-down list to set the value.

e TCPraw: configure the console device as a network device (TCP socket) without any protocol enabled.

e Telnet: configure the console device as a network device (TCP socket) with the telnet protocol enabled.
e Physical: configure the console device as physical terminal directly attached to the host system.

e Disabled: disable the virtual console device entirely.

The following sections describe the specific configuration details of physical and network consoles.
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7.5.3.11.1 TTYA Physical Line Configuration

The image below shows the configuration window for a physical console device on Charon-SSP/4U.

Virtual Machine Settings X
TTYA
Model ~ SUN-4U Operator console settings.
CPU 1
DIT Client JIT Type: | Physical =
Memory 1GB
Graphics  CGSIX Device: yso 1
SCSI SCSI0 Log:
TIYA  /devfitySO

Figure 47: TTYA physical console device:

Physical console configuration options:
e Device: opens a file browser to let the user select from the directly attached serial ports available on the host
system (tty* devices).
e Log: used to enable and disable the console log (hot available on Charon-SSP/4V). For details, see description in
the next section.

7.5.3.11.2 TTYA Network Configuration

When configuring a network console device, the user can select one of two modes:

e TCP raw (serial line without protocol), or
e Telnet (serial line with telnet protocol support).

TTYA cannot be used as the system console for Charon-SSP/4V systems. Such systems must use the Vconsole
device.

The image below shows a network console device with telnet protocol support on Charon-SSP/4U:

Virtual Machine Settings x
TTYA

Model ~ SUN-4U Operator console settings.
CPU 1
oIt Client JIT Type: | Telnet A
Memory 1GB
Graphics  Disabled Port: | 9000
SCsl SCS1 0, SCSIX 6
YA 9000 Console: | Built-in -
TTYB Disabled

savie Access: | Unlimited -
TTYX Disabled
GPIB Disabled Log:
Audio Enabled
UsB Disabled Note:

. Make sure to use different port
Ethernet Disabled when multiple virtual instances are configured.
NVRAM

OK Cancel

Figure 48 TTYA network console via TCP socket:
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The following table lists all the additional fields in the TTYA network device configuration window and describes their
function.

Fields Description
This option specifies the TCP/IP port to use when listening for incoming console client connections.
The ports configured for the network console and the serial ports must be unique on the Charon-
SSP host system. Using a port that is already in use results in the following error messages in the
virtual machine log file.

2015-03-23 11:45:50 ERROR  SocketIO Failed to open socket server!

Port 2015-03-23 11:45:50 ERROR =serial fail to 1nit serial!
2015-03-23 11:45:50 ERROR wm Failed to initialize device:d

To access the console of a guest system across the network, make sure the port configured for
the console is permitted by any intermediate firewalls. If using the Charon Manager with the
embedded serial console, the connection can be routed across the Charon Manager SSH tunnel.

Not applicable to Charon-SSP/4V. Please refer to the Vconsole section instead

Specify in which way the network console will be viewed. Not visible if graphics device is
configured with console enabled.

Console Description
Built-in The built-in console is displayed.and accessible from the Console tab in the Charon
Manager. The console process listens on TCP port 9000 by default.

Console An external network console device allows an external client (e.g., a telnet client) to
connect to the console port and interact with the virtual console device. If you choose
this option, the console tab of the Charon-SSP Manager will not be shown for the
system in question. By default, Charon-SSP will try to start a PUTTY window

External (conventional Charon-SSP systems: check if the root user can display X-
applications on DISPLAY :0 and if PUTTY is installed on the system).
The option External is not available on cloud installations. However, when
using Charon Manager on Windows, PUTTY can still be used to connect to the
console.

Unlimited Connection to the console is possible via a remote network connection.

Access

Local only Connection to the console is only possible from the local host.
Not applicable to Charon-SSP/4V.
When this box is checked, Charon-SSP writes a console log using the path below (sample for

Log TTYA): /opt/charon-agent/ssp-agent/ssp/[sun-4m | sun-4u]/<vm-name>/<vm-name>_ttya.log.

The path can be changed in the configuration file.

Note: the log file configured here is separate from the file the Charon-SSP Manager uses to cache
the console output for the built-in serial console of the Charon-SSP Manager.

7.5.3.12 TTYB Configuration

To view or change the virtual machine TTYB configuration, select TTYB in the Device column of the left-hand pane. The
virtual TTYB serial device can be configured as both a physical or network connected device. The configuration of this
device is very similar to TTYA (without the console specific configuration). For further details related to configuring this
device, consult the section TTYA Configuration.
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7.5.3.13 TTYX Configuration

Please note: this feature is only supported in conventional and Baremetal non-cloud installations

The TTYX configuration provides additional asynchronous serial ports to the virtual SPARC system.

The additional serial port emulation in Charon-SSP provides different modes:

1. For Charon-SSP 4U(+):
e On-board Mode, which extends the original number of two built-in serial ports by a maximum of 14 additional
serial ports (On-board mode).

e DIGI AccelePort 920 emulation for up to 4 boards with 8 ports each, i.e., 32 serial ports (DIGI AccelePort mode).

e DIGI PCI pass-through provides the guest Solaris system with direct access to physical serial DIGI devices.

2. For Charon-SSP 4V (+):
¢ On-board Mode, which extends the original number of two built-in serial ports by a maximum of 14 additional
serial ports
3. For Charon-SSP 4M:
e SBus serial card emulation with 8 ports.

7.5.3.13.1 Prerequisites

The following table shows the prerequisites for the TTYX configuration:

TTYX Option Host system serial ports Solaris in virtual SPARC
o No additional drivers needed.
TTYXonboard |, gypported serial ports « First boot after configuration must use the command
mode or boot <disk> -r (reconfigure)
(SSUUNI\_IK/UO%TS « Network ports (sockets) to create the appropriate special devices for the new
serial ports.
e Solaris driver required. Charon-SSP emulates the
Digi AccelePort 8r 920-PCI board. Drivers for many
DIGI AccelePort | ® Supported serial ports Solaris versions are available on
mode or http://www.digi.com/support/productdetail?pid=1385
(SUN-4U only) | o Network ports (sockets) e Because the emulated board does not support
interrupts, the option no interrupt must be set when
installing the driver.
Max. 4”physica| serial e Solaris driver required. Drivers for many Solaris versions
controllers: are available on
E;S;_?ﬁgfng' . D?gi AccelePort 920, or http://www.digi.com/support/productdetail?pid=1385
(SUN-4U only) | ° Digi Accele C/X e The option no interrupt must be set when installing the
PCI pass-through (PPT) driver driver.
is delivered with Charon-SSP.
¢ No additional drivers needed (STC driver).
e Supported serial ports e First boot after configuration must use the command
IS-I-JKI( jm only) or boot <disk> -r (reconfigure)
y e Network ports (sockets) to create the appropriate special devices for the new
serial ports.

*Only supported on non-cloud Baremetal and Barebone distributions using the Linux kernel provided by Stromasys.

When choosing a PCI serial board or an external port server you must consider the requirements of your
applications on Solaris. If modem control is required, the physical serial ports mapped to the emulated ports
must provide this feature. If you have specific requirements with respect to the electrical interface provided on
a serial port (e.g., RS232 or RS485), you must consider this when selecting the physical serial port board or
server.
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In addition, or as an alternative, to serial ports added via the TTYX configuration, IP-based port servers are also possible.
Their drivers create virtual serial ports on Solaris. This option is independent of what is described in this chapter. It can be
useful, for example if Charon-SSP is running in a VM and needs access to a larger number of physical serial ports.

7.5.3.13.2 TTYX On-Board Mode on Charon-SSP/4U/4V

To add, change, or remove additional serial ports in TTYX on-board mode, click on TTYX in the left-hand pane of the
Virtual Machine Settings window. A window like the following screenshot of a Charon-SSP/4U instance opens.

Virtual Machine Settings X
Device = Summary Add-in PCI serial port
Model  SUN-4U On board mode -
CPU 1
DIT Client IT Serial Line Type Port/Device
Memory 1GB TIYC TCP 5001

Graphics Disabled
SCsl SCSI 0, SCSIX 6

TTYA 9000
TTYB Disabled
TTYX 5001

GPIB Disabled

Audio Enabled Edit Remove Add...

OK Cancel

Figure 49: TTYX configuration window (On-board mode)

The example shows one configured serial port (socket) and the options to Edit, Remove, or Add.

The Edit and Remove buttons become available when selecting an existing port.

The option On board mode is selected, i.e., the serial ports are configured in TTYX on-board mode (on a Charon-SSP/4V
instance this selection does not exist because on-board mode is the only option).

Additional information:

o |If the serial port mode selection can be configured (Charon-SSP/4U), select it as the first step. If you configure
serial ports first and then change this option (e.g., from on-board to Digi Board), your configured serial ports will
be deleted.

e On Charon-SSP/4V, TTYA and TTYB must be enabled if additional ports are configured in TTYX. Otherwise, the
additional devices will not be created in /dev/term on Solaris.
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7.5.3.13.2.1 Adding Serial Ports in TTYX On-Board Mode

This section describes how to add ports in on-board mode using either physical serial ports or network ports (TCP
sockets).

Adding network based serial ports (TCP sockets):

To add serial ports that are TCP sockets (raw mode), click

on Add. Then e it a
e select the name of the port from the Serial
line menu Serial line: | TTYC v
e selectthe TTY type TCP
e enter a unique port number for the socket TTY type: TCP v
e click on OK

TTY port: 9001

Ok Cancel

Figure 50: Adding network port (socket) as serial port

The socket number must be unique for each serial line used on the host. Otherwise, a socket 10 error will occur
and a corresponding message will be written the log file of the virtual system.

Adding physical serial ports:

To add physical serial ports, click on Add. Then

e select the name of the port from the Serial line sttese s
menu

e selectthe TTY type Physical Serial line: |TTYC bt

e select the name of the physical serial port by
clicking on the TTY device browser button (tty* TTY type: |Physical v
devices)

e click on OK

TTY device: || | (None) BB

oK Cancel

Figure 51: Adding physical serial port

The additional serial ports are named TTYC, TTYD, etc. To activate them in Solaris, reboot the system with the
reconfigure (boot <disk> -r) option.
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7.5.3.13.2.2 Modifying or Removing TTYX On-Board Mode Ports

Modifying serial ports:

If you want to change the configuration of a port, perform the following steps:
e Open the TTYX configuration window and select the port in question.
e Click on Edit. This opens a window very similar to the window for adding a port.
e Make your changes and click on OK to save them.

Deleting serial ports:

If you want to delete ports, perform the following steps:
e Open the TTYX configuration window and select the port you want to delete.
e Click on Remove to delete this serial port.

After removing ports, you can adjust the Solaris configuration by again by booting with the boot <disk> -r command.

7.5.3.13.2.3 Managing TTYX On-Board Mode Ports on Solaris

After booting Solaris with the reconfigure option, the new serial ports should be available in Solaris. The easiest way to
manage them is the graphical management tool that comes with Solaris.

e |n older versions, this is the admintool.

e In Solaris 10, this is the Solaris Management Console smc.

The following two examples show how the additional ports are displayed in each of the tools. Details about the port
configuration can be found in the appropriate Solaris system management guides.

Example of newly added serial ports in the admintool of Solaris 2.6:

{Lﬂ Admintool: Serial Ports
File Edit Browse Help
Port Port Monitor service Tag Comment
a ZEMON LLya |
o] TEMON ttyb
C ZEMOn ttyc
d < no service ¥
e < no service ¥
t < no =ervice >

Figure 52: TTYX on-board mode ports in admintool

Example of newly added serial ports in smc on Solaris 10:

: Management Tools: Solaris Management Console 2.1 E
|| Console Edit Action Yiew Go Help ;ﬁ root
Bl@|~ 8| 5 | o
. | Port Hame | Port Monitor Description Service Prog... | Senvice Status
2 Management Toals @ g Zsman iustbindogin Enabled
e This Computer (127.0.0.1% ; ) )
| o Ll Systern Status : =@ b Zsmon fugthindogin Enabled
| o g8 Svstern Configuration §§ @ Zsmaon Port Service Deleted fustihinf/login Disahled
iy i 2
| 4@ Senices = d Zzman Paort Service Deleted fustthinflagin Cizabtled
; B Scheduled Johs :
' o £ Storage §§ = e Zsmaon Port Serice Deleted fustibinflogin Disabled
¥ Devices and Hardware @ T Zsmon Port Service Deleted iusrhindogin Disahled

@ |gerial Pors |

e o e e, Flmk Cmmsdnm Mmool Grmutle e M e Frimomledmal

Figure 53: TTYX on-board mode ports in smc
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7.5.3.13.3 DIGI AccelePort Mode on Charon-SSP/4U(+)

To add, change, or remove additional serial ports in DIGI board mode, click on TTYX in the Virtual Machine Settings
window. A window like the following screenshot opens.

Virtual Machine Settings x
Add-in PCl serial port
Model  SUN-4U Digi AccelePort 920 PCI +
CPU 1
DIT Client JIT
Memory 1GB TIY_.1  {TCP 9001
Graphics Disabled TTY_2 [ TCP 9002
SCSI SCSI0, SCSIX6 TTY_3 [ TCP 9003
TIYA 9000

TTYB Disabled

TTYX 9001, 2002...

GPIB Disabled

Audio Enabled Add...

OK Cancel

Figure 54: TTYX configuration window (DIGI AccelePort mode)

Note that the option Digi AccelePort 920 PCI is selected. The configured serial ports in the example are network ports
(TCP sockets).

Select serial port mode as the first step. If you configure serial ports first and then change this option, your
configured serial ports will be deleted.

7.5.3.13.3.1 Adding Serial Ports in DIGI AccelePort Mode

Adding serial ports in DIGI AccelePort mode works in the same way as for ports in TTYX on-board mode. Please refer to
the section Adding Serial Ports in TTYX On-Board Mode.
Note that the created ports have different names than in on-board mode: They are called TTY_1, TTY_2, etc.

7.5.3.13.3.2 Modifying or Removing Ports in DIGI AccelePort Mode

Modifying and removing ports in DIGI AccelePort mode works in the same way as for ports in on-board mode. Please
refer to the section Modifying or Removing TTYX On-Board Mode Ports for details.
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7.5.3.13.3.3 Solaris Driver Installation for DIGI AccelePort Emulation
Charon-SSP/4U emulates a Digi AccelePort 8r 920-PClI board.

For Solaris to be able to use these ports, the appropriate driver must be installed. Drivers for many Solaris versions are
available on the vendor’s support page: http://www.digi.com/support/productdetail?pid=1385. On the same page, you
also find the installation guides and other documents relevant to the serial port controller.

The driver packages are data-stream packages. Hence, the installation command is similar to the following example
(driver names will vary depending on Solaris version):

Sample installation command for DIGI board driver (Solaris 10)
# pkgadd -d 40002543 A.bin

The prompts and information texts during the installation in conjunction with the installation guide will lead you through the
driver installation.

However, there are two important items to note during the installation:
e Select the correct DIGI board PCI adapter (option O for the AccelePort Xr 920 PCI adapter emulated by the DIGI
AccelePort emulation). Later, you will have to choose the number of ports (8) for it.
o Make sure that interrupts for the board are disabled (answer: y) because interrupts are not supported by the
emulated device or the PCI pass-through device.

The following image shows these two steps during the installation:

Configuring adapter 1,
Adapters

FCI Adap
20 PCI

What type iz adapter 17 O

In order to reduce
i

Figure 55: DIGI driver installation

Select the AccelePort Xr PCI board (option 0) and leave interrupts disabled on the board (answer: y).
Note: if you install the driver for DIGI PCI pass-through devices, the Digi Accele C/X is also supported.

Device special files: the driver installation creates new terminal devices under /dev/dty.
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7.5.3.13.3.4 Managing DIGI AccelePort Ports on Solaris

The system does not have to be rebooted after the driver installation. The serial ports are available immediately after a
successful installation.

As with the ports in on-board mode, the easiest way to manage the created ports is the graphical management tool that
comes with Solaris. In older versions, this is the admintool. In Solaris 10, this is the Solaris Management Console smc.
The following example shows how the ports (a001-8) are displayed in the smc tool on Solaris 10. Details about the port
configuration can be found in the appropriate Solaris system management guides.

Management Tools: Solaris Management Console 2.1

Console Edit Action View Go Help {ﬁ root
B a N 5| | =
Mavigation | Port Hame |F'nrt Monitor Description Senvice Prog... |Senﬂce Status |
‘2 Management Taols @ a zsmaon jusnibinilogin - Enahbled
? This Computer {127.0.0.1) i . .
o Lli Systern Status §§ L] ZSman Jusrihinflagin Enabled
o Fa gystern Configuration @@ a0 ZSman Paort Service Deleted fugthinfogin Disabled
.5 i 3
% Senices G| aliz Z5Mman Port Service Deleted fusrbinflagin Disahled
o $ Storage B
o [ Devices and Hardware i@ al03 Zsmon Fort Service Deleted lusribinflogin Dizabled
@ |5erial Ports @ alind ZSman Port Service Deleted usrhindogin Disabled
@ alis ZEMon Port Senice Deleted fusribinilogin Disahled
& alis ZSman Paort Semice Deleted Jusrihinflagin Cizahled
@@ aldy ZSman Port Service Deleted fustihinflogin Disabled
= 008 ZEMOnN Port Service Deleted Iusnhinflogin Dizabled

Information

Figure 56: DIGI board ports in smc

7.5.3.13.4 Adding a DIGI PCI Pass-Through Device on Charon-SSP/4U(+)

To add a DIGI PCI pass-through device, select the appropriate option on the configuration screen, then select the device
by clicking on the file browser symbol (the devices provided by the Charon-SSP pass-through driver are named kdigi*):

Add Serial

Passthrough device: |_| {None) E
=" =]

o || conea |

Figure 57: DIGI Board PCI Pass-Through

© Stromasys 1999-2022 Configuring and Using the Charon-SSP Software 123 /300



Charon-SSP 5.0 for Linux | User's Guide Version 7 | 04 February 2022

On Solaris, the driver supporting the device must be installed. See section DIGI AccelePort Mode for more information.
Make sure to select the correct adapter during the driver installation.

If any Linux host operating system driver has been loaded for the PCI board to be used in PPT mode, it must be unloaded
(and possibly blacklisted). The device is handled by the Charon-SSP pass-through driver.

The management of the new serial devices in Solaris is the same as described above.

Please note: DIGI PCI pass-through is only supported for Charon-SSP/4U (+) on non-cloud Baremetal and Barebone
installations using the Linux kernel provided by Stromasys.

7.5.3.13.5 TTYX Ports on Charon-SSP/4M

Charon-SSP/4M emulates a STC SBus card with eight serial ports and one parallel port. This card is supported by the
standard drivers.

7.5.3.13.5.1 Adding Seria