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Introduction
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General Description

HP Alpha Hardware Virtualization allows users of HP Alpha (Previously known as DIGITAL Alpha) computers to move application software and user data
to a modern Intel or AMD based x64 compatible platform without having to make changes to software and data. HP Alpha Hardware Virtualization is a
software solution that replaces HP Alpha hardware.

This approach is best understood when the HP Alpha Hardware Virtualization Software is viewed as a special interface between the old HP Alpha
software and a new hardware platform. Basically, the CHARON software presents a HP Alpha hardware interface to the original HP Alpha software, so
that the existing software cannot detect a difference. This means no changes have to be made to the existing software. User programs and data can be
copied to a new modern industry standard server (64-bit Intel or AMD) and continue to run for many more years.

The HP Alpha virtualization software is designed to replace single and multi-CPU HP Alpha computer systems, including:

AlphaServer 400
AlphaServer 800
AlphaServer 1000
AlphaServer 1000A
AlphaServer 1200
AlphaServer 2000
AlphaServer 2100
AlphaServer 4000
AlphaServer 4100
AlphaServer DS10
AlphaServer DS10L
AlphaServer DS15
AlphaServer DS20
AlphaServer DS25
AlphaServer ES40
AlphaServer ES45
AlphaServer GS80
AlphaServer GS160
AlphaServer GS320
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The principles of HP Alpha Hardware Virtualization

Virtualized hardware

CHARON-AXP virtualizes various HP Alpha architectures and meets or exceeds the performance level of these HP Alpha systems when run on the
recommended hardware platform.

The following table shows which hardware boards CHARON virtualizes:

Subsystem Covered HP Alpha hardware

Serial Lines Controllers On-board serial line port COM2, Family of PCI controllers: PBXDA-BA, PBXDA-BB, PBXDA-AC, PBXDA-AC
IDE/ATAPI CD-ROM Controller | Virtual Acer Labs 1543C

PCI Fibre Channel Controller KGPSA-CA

PCI SCSI Controller KZPBA
PCI FDDI Controller DEFPA
PCI Network Controllers DE435, DE450, DE500AA, DE500BA, DE602, DE602AA

Host platform

The Virtualization Software presents standard HP Alpha devices to the HP Alpha operating system, allowing the OS to function as though it were still
running on a HP Alpha computer. For example, virtual disk container files in a directory or physical devices of the host Windows platform are presented by
the Virtualization Software to the HP Alpha OS as emulated SCSI disks attached to a PCl SCSI adapter.
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With the use of current storage technology, disks do not have to be physically attached to the Host platform, they can also reside on a SAN or iSCSI
storage structure.

A similar translation process is also valid for other emulated hardware devices.

© Stromasys, 2019 5/390



Document number: 60-16-035-002

Conventions

Throughout the document(s) these conventions are followed

Notation

$

#

>

User i nput
<pat h>

Qut put

[1

dskO

Description

The dollar sign in interactive examples indicates an operating system prompt for VMS.

The dollar sign can also indicate non superuser prompt for UNIX / Linux.

The number sign represents the superuser prompt for UNIX / Linux.

The right angle bracket in interactive examples indicates an operating system prompt for Windows command (cmd.exe).
Bold monospace type in interactive examples indicates typed user input.

Bold monospace type enclosed by angle brackets indicates command parameters and parameter values.

Monospace type in interactive examples, indicates command response output.

In syntax definitions, brackets indicate items that are optional.

In syntax definitions, a horizontal ellipsis indicates that the preceding item can be repeated one or more times.

Italic monospace type, in interactive examples, indicates typed context dependent user input.

The following definitions apply

Term  Description

Host | The system on which the emulator runs, also called the Charon server

Guest = The operating system running on a Charon instance, for example, Tru64 UNIX, OpenVMS, Solaris, MPE or HP-UX

© Stromasys, 2019

6/390



Document number: 60-16-035-002

CHARON-AXP for Windows installation

Table of contents
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Introduction

The CHARON-AXP product is distributed in the form of a zip file that contains the CHARON-AXP installation executable ("InstallShell.exe"). The
InstallShell procedure offers the option to select which modules to install (optionally). It is recommended to install all modules (the default) by not selecting
"Display components" checkbox.

I, Before installing CHARON-AXP, please perform all hardware and software host system checks to ensure the host platform meets minimum
CHARON-AXP installation requirements

Optionally, create a specific CHARON username with administrative privileges
CHARON-AXP installation steps:

Extract the CHARON-AXP installation procedure files from its archive

Install CHARON-AXP by running the "InstallShell.exe" installer and follow the instructions

Install CHARON-AXP license (hardware dongle or software license)

Configure CHARON-AXP host system, for example, network adapter, disable some Windows features (see Hostsystempreparation further), etc.

Hardware Requirements

Number of CPU cores
Each CHARON-AXP emulated CPU requires a corresponding physical core. The total number of host CPUs must exceed the number of emulated CPUs

since some of the host CPUs must be dedicated to serving CHARON /O operations and fulfil host operating system needs. If several CHARON instances
run in parallel, the required number of CPU cores is cumulative.

© Stromasys, 2019 71390
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The following table shows the minimum and recommended number of CPUs required for each models for one instance (note that each model instance is
able to run on 2 CPU cores hosts, but this configuration does not support emulation of all the virtual CPUs):

CHARON-AXP models Minimum number of host CPU cores Recommended number of host CPU cores
HP AlphaServer 400 - HP AlphaServer 4100 2 2
HP AlphaServer DS10/DS10L/DS15 2 2
HP AlphaServer DS20/DS25 4 4
HP AlphaServer ES40/ES45 6 8
HP AlphaServer GS80 10 16
HP AlphaServer GS160 18 32
HP AlphaServer GS320 34 48

When starting, the CHARON-AXP software checks the available number of host CPU cores. This check is based on the maximum number of AXP CPUs
that can be emulated if this number is not restricted by the "n_of_cpus" parameter. If the available number of host CPU cores is below this number,
CHARON-AXP will issue a warning message even if the requirements for the configured number of AXP CPUs are fulfilled. The CHARON-AXP software
will work despite this warning if the requirements for the configured number of AXP CPUs are fulfilled.

Hyperthreading must be switched off completely. Disable hyperthreading in the BIOS settings of the physical host or, for a VMware virtual
machine, edit the virtual machine properties, select the Resources tab then select Advanced CPU. Set the Hyperthreaded Core Sharing mode
to None.

CPU type and speed

Since CHARON-AXP utilizes LAHF instructions in the HP Alpha CPU emulation, please avoid using early (pre-2005) AMD64 and Intel 64 CPUs for the
CHARON host system since they lack this capability. AMD Athlon 64, Opteron and Turion 64 revision D processors from March 2005 and Intel
Pentium 4 G1 stepping from December 2005 are LAHF instruction capable.

Concerning CPU speed, the general recommendation is that higher CPU frequency is better since it allows better emulated HP Alpha performance. The
minimum recommendation is at least 3 GHz.

Operative memory

The minimum host memory size depends on the amount of HP Alpha memory to be emulated and the number of CHARON-AXP instances to be run on
one host.
The minimum host memory is calculated according to the following formula:

The minimum host memory = (2Gb + the amount of HP Alpha memory emulated) per CHARON-AXP instance.

Disk storage

The total amount of disk space required for CHARON-AXP can be calculated as a sum of all the disk/tape image sizes plus 500 MB for the CHARON
software plus space required for the normal host OS. Temporary disk storage is often needed when setting up a new server, for saveset storage, software
installation kits, etc.

Ethernet adapters

CHARON-AXP networking requires dedicated host Ethernet adapters; their number must be equal to the emulated adapters to be configured in
CHARON-AXP. One adapter (optionally) can be left to the host for TCP/IP networking etc.

For VMware-based CHARON hosts it is mandatory to use the "E1000" virtual network adapter. Please avoid usage of the "E1000E" adapter
since it may lead to problems with some TCP/IP services!
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Starting with ESXi 6.5, it is not possible to select E1000 adapter when a new virtual machine is created using Windows Server 2012 and 2016
templates.

The following workarounds are avaible:

® import the virtual machine from an older version of ESXi
® do not select Windows Server 2012 or 2016 during virtual machine creation but "Windows 10/64bit" or "Other/Other 64bit" for example.

Software Requirements

Microsoft Windows Server 2016 Standard and Datacenter Editions, 64 bit version

Microsoft Windows Server 2012 R2 Standard and Datacenter Editions, 64 bit version (please notice that only R2 revision is supported)
Microsoft Windows Server 2008 R2 (SP1) Standard and Enterprise Editions, 64 bit version (please notice that only R2 revision is supported)
Microsoft Windows 7 Professional and Ultimate (SP1) Editions, 64 bit version

Windows 8.1 Professional Edition, 64 bit version

Windows 10 Professional and Enterprise Editions, 64 bit version

VMware ESXi 5.5 and 6.x up to 6.7 (requires a supported Windows operating system on top of a ESXi virtual machine)

Microsoft Hyper-V (requires a supported Windows operating system on top of a Hyper-V virtual machine)

Host system preparation

All antivirus, screen saver, automatic (scheduled) backup and any other CPU consuming software as well as software that is able to temporarily
lock CHARON files (such as automatic indexing) must be turned off, uninstalled and disabled. Alternatively it is also possible to exclude all
CHARON executables and material folders from scanning for viruses, but please note that scanning slows down CHARON host anyway - it may
be critical for some installations requiring maximum performance.

The power scheme must be set to "High Performance" with all the "Sleep" and "Standby" modes turned off.

The automatic installation of Microsoft updates must be disabled. MS updates to the CHARON host must be done only in specific service
maintenance periods established by the system administrator. Before applying new updates one must shutdown the operating system running
on CHARON and stop all the running CHARON instances and services.

If a network-wide license (red dongle or software license) is going to be used, do the following:

® On server side (where the network license will reside): open port 1947 for both TCP and UDP

® On the client side, if broadcast search for remote licenses is to be used, UDP traffic from port 1947 of the license server to ports 30000-65535 of
the client must be permitted.

® Both on server and client sides: set default gateway

Please consult with your Windows User's Guide for details.

If stricter firewall rules are required, it is possible to open the ports 30000-65535 and 1947 only for the "Sentinel HASP License Manager" (haspl
ms.exe) service (installed by CHARON-AXP ).

If any magneto-optical (MO) drive installed on host system is going to be used with CHARON (mapped as "\\.\PhysicalDrive<N>" to CHARON emulated
disk controllers) the host "MediaChangeNotification" (MSN) service must be switched off manually for these drives according to the following procedure:

1. Type "regedit" in the search field under "Start" menu or press Windows+R and enter "regedit"; press Enter to run the program.
2. Find the "AlwaysDisableMCN" parameter in the following path:

© Stromasys, 2019 9/390
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HKEY_LOCAL_MACHI NE
+ SYSTEM
+ Current Control Set
+ Enum
+ SCSI
+ Di sk&Ven_DEC&Pr od_RWZ53 (C) DEC <- This one depends on Vendor and Model of your MO drive

+ 5&F d233cf &0&000500 <- This one depends on hardware connection (SCSI ID of MO drive, location of SCSI HBA
on the host's mainboard, etc ...)

+ Device Paraneters
+ Medi aChangeNot i fication
+ Al waysDi sabl eMCN = DWORD: 00000000

3. Change the "AlwaysDisableMCN" parameter to "1", for example: "AlwaysDisableMCN = DWORD:00000001".
4. Reboot the host system.

Before installation

1. Login as the local system administrator ("Administrator") on the host system.

2. Create a special user for running CHARON-AXP (optional). This user must have all the administrative privileges. Please consult with your
Windows User's Guide on details.

The CHARON installation procedure will create a special group called CHARON-GRP and the current user will be automatically

included to this group. Do not remove this group and do not remove any CHARON user from it, otherwise a problem with virtual
memory allocation may appear on CHARON startup.

The created user may belong to some domain, but please note that in this case you have to add this user to the CHARON-GRP
manually as described in this article, and then reboot the CHARON host.

3. Stay logged in as local system administrator ("Administrator") or log off and login as the CHARON-AXP user having administrative privileges (if
this option has been chosen).

4. Create a special directory for the CHARON-AXP distribution kit and copy the provided files there.

Upgrade cases:

From Action
version

4.7 and | First uninstall all CHARON products.
below

4.8 The version 4.9 can be installed directly.

I, Please note it is mandatory to update all existing CHARON Virtual Machines to make them run the latest version using the Virtual

Machines Manager, VM Configuration tab - otherwise they will remain at V4.8.

© Stromasys, 2019 10/390
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Distribution preparation

1. Extract the content of the distribution archive to the current directory or copy the content of the provided distribution directory to the current

directory.
2. Run the "InstallShell.exe" file:
| HASP. def 15.05.2018 14:54
7% InstallShell.exe 15.05.2018 14:54
| InstaliShellCHS.dIl 15.05.2018 14:54
Installation

The following description assumes that this is the first installation of CHARON-AXP on the target host. Installation of additional CHARON products follows
the same procedure.

The first dialog lists the CHARON-AXP product:

» CHAROMN Installation Wizard - Products

N |

| Avalabls Products
Product Name o
|@ SUSIED S e RO

| B e o e M

[ Select all products  [] Display components page

ciack [ Ned> ][ Cance

Select the CHARON-AXP product, or all products, by checking the corresponding box. Select the "Display components page" to include the products
components page if you need it. Typically it is not required.

The CHARON products may be highlighted with a red color. This indicates that the CHARON host configuration does not meet
CHARON minimal requirements. To see what requirements are not met, point the mouse cursor on that product and a pop-up box with details
will appear.

Press the "Next" button.
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 CHAROM [nstallation Wizard - End User Software License and Limited Warranky

& stromasys

/4

CHARON

End Liser Software License and Limted Wamanty

This is an agreement belween RAmomasys 5A of Geneva, Swilzedand, Licensor. and = A
. the end user, Licensee:

TOU ACKNOWLEDGE THAT YOU HAVE READ THIS SOFTWARE LICENSE
CONTRACT AND LIMITED WARRANTY, UNDERSTAND IT, AND AGREE TO BE
|BOUND BY ITS TERMS AND CONDITIONS.

1. Grant of License

Thel_.bmwmalul!e Licenses, a non-exclugive nght to use the keensed

Ewwﬁmmmﬁwmwm "S0FTWARE™} in accordance
the terms contained in this License. Linless the contrary is specifically indicated in
50

specification, this License pemits the Licensee to run a single instance of
FTWARE on the computer.

2. Orwnership of Software
STROMASYS retaing the copyright. title and ownership of the SOFTWARE and the
[written materials regardless of the form or media in or on which the original and other
3. Access and Transfers

@ Agree (O Disagree

| <Bak [ MNet> || Cacel |

Read the license, check "Agree" and press the "Next" button.

© Stromasys, 2019
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If the "Display components page" option was selected, the setup procedure will display a dialog for the CHARON-AXP product components:

o CHARON Installation Wizard - The Components

Product Components Descrgtion
211 CHARON-AXP for Windows x64 w4.9.1940 & | COMPONENT MAME:
6 \ stromasys =-{AS] Drivers | NDISE Packet Driver version

anginasred soliations [TE] DCI1100 driver version 2.1.0.1940 6.4.0.13401
[ZTZ] DIGI ditver version 2.1.0.19401 NDISE Packet Driver

[FT=] EMULEX driver version 2.2.0.1340

- et Driveer version 6.4
EATE] NI PC/GPIR PPT driver version 2.
-l Emulators

-Bgp AphaServer 1000

(g AlphaSenver 10004

~Eg AlphaServer 1200

gy AiphaServer 2000

g AiphaServer 2100

~lgp AlphaSenver 400 Desktop lcon

i mm*‘ﬂx Mark a5 defaut Emulator
Ha Server 41

~Fgh AlphaServer 800 _

gy AphaServer DS10 Space Regurements

~bligh AiphaServer DS10L b

-y AphaServer DS15 iz o]

CHARON . R AphaServer DS20 W Total space: 261,95 Mb

i\, It is strongly recommended to leave the selection as it is unless you clearly understand what the impact is if you uncheck some modules.
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o CHAROMN [nstallation Wizard - Installation Folder

Location of the CHARON inst allaions tree
& stromasys
angirmered selubions
Choose the installation direclony
C:"Program Files\CHARON e

/4

CHARON

Select a directory to be used for the CHARON installation or use the default. The path can either be entered manually or selected using the "Browse"
button.
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Once done, press the "Next" button to start the installation of the selected components.

» CHARON Installation Wizard - Installation Progress

&) stromasys

Instaling AlphaServer_100.0p...

CHARON

< Back et > Cancal
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During the CHARON installation procedure, you will have to confirm the installation of the CHARON-specific network driver. Press the "Install" button:

B Windows Security

Would you like to install this device software?

Mame: STROMASYS SA Metwork Protocol

- Publisher: Strorasys 54

Always trust software from "Stromasys 54", Install | | Don't Install

@) You should only install driver software from publishers you trust. How can |
decide which device software is safe to install?

Once the installation is done, the following dialog will be displayed:

izard - Installation is completed

G stromasys

Installation is completed successhully!
Press finish to et from the CHARON Installation Wizard

In order to complete the instalation £'s required to reboot
computer

CHARON

[+] Reboot computer now

| e

ﬁ It is strongly recommended to reboot the CHARON host system immediately: leave the "Reboot computer now" box checked and press the "Finish"

button.

Once the host system is up again, you will notice a new shortcut, "CHARON Virtual Machines Manager", created on the desktop during the installation

procedure:

AP

CHAROR
WIrt 0| S

© Stromasys, 2019
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The CHARON Virtual Machines Manager is an essential utility for CHARON management. CHARON installation always keeps most up-to-date version of
CHARON Virtual Machines Manager provided by all the installed kits.

In case of upgrade from V4.8, update all existing CHARON Virtual Machines to make them run the latest version - otherwise they will remain at
V4.8. See the following chapters for details.

The CHARON installation procedure creates the following simple structure under the "Start" menu:

. Alien Skin Software
. CHAROMN

> CHAROM Virtual Machines Manage
, CHAROMN-AXP

© Stromasys, 2019 17/390
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CHARON-AXP home directory

By default CHARON-AXP is installed in the "C:\Program Files\CHARON" directory. It has the following sub-directories:

Directory Description
Build_XXX\x64 Contains product executables and libraries
Drivers Contains the CHARON drivers
InstallShell Contains the CHARON installation procedure executables
Logs Contains the CHARON installation log
Redistributables Contains the redistributables needed for CHARON running (already installed, except the license alert script)

Virtual Machines Manager = Contains the most up-to-date version of CHARON Virtual Machines Manager
Virtual Machine Templates = Contains templates for creating CHARON Virtual Machines
Virtual Machines Contains the CHARON Virtual Machines

Virtual Disk Images Contains the CHARON virtual disk images, for example "idle_vms_pkg_v3.0"

The "Virtual Machine Templates" directory contains template configuration files to build CHARON virtual machines using the CHARON Virtual Machines
Manager. We will focus our attention on this subject in the next chapter.

License installation

Regular HASP USB dongle

If the CHARON license is stored on a regular USB dongle, just connect it to a host USB port.

If the CHARON host is accessed remotely, please note that the contents of a regular HASP license cannot be displayed using RDP. ILO or
iDRAC, some other console-capable program must be used.

Network HASP USB dongle

If the CHARON license is a network license (red USB dongle), it is possible either to connect it to the host USB port (to use it locally and provide it to other
hosts on the local network at the same time) or to install it on a local network "license server" for remote access from this particular host.

If a remote license server is to be used:

® Copy the file "hasp_i nst al | \ haspdi nst . zi p" from the CHARON distribution to any directory on the server, for example "C: \ Tenp".
® Extract the contents of this archive to the same directory.

® |ogin as "Administrator" on the server and open "cnd. exe" from the "Start" menu.

® Switch to that directory.

® |nstall the extracted file:

Example:

...>cd c:\tenp

c:\tenp> haspdi nst.exe -fr -kp -nonsg
c:\tenp> haspdi nst.exe -install -cm

® Copy the file "hasp_i nstal | \ haspl i b. zi p" from the CHARON distribution to any directory on the server, for example "C: \ Tenp".

® Extract the contents of this archive to the same directory.

® Copy the file "haspvl i b_68704. dl | "to "C:\ Program Fi |l es (x86)\ Conmon Fi | es\ Al addi n Shar ed\ HASP" (in case of x64 host) or "C
2\ Program Fi | es\ Conmon Fil es\ Al addi n Shar ed\ HASP" (in case of x86 host)

® Connect the network HASP dongle to the server USB port.

Network HASP (red dongles) licenses have no restrictions with respect to remote access.

© Stromasys, 2019 18/390
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Software license

If the CHARON license is a software license (SL), it is installed on the host using the following procedure:

1. Double click the "CHARON Virtual Machines Manager" icon on the desktop or select this utility in the tray menu; select the "Host Information and
Utilities" section and press the "License Update Tool" button:

 CHARON VM Manager

VM Conlrol | VM Configuration  Host Information & Utilities |

The list of CHARON emulators:

CHARDN-8XP, 4,9.13401;
AlphaServer GSB0, AlphaServer 65320, AlphaServer GS160, AlphaServer ES45, AlphaServes ESAD, AbhaServer D525, AlphaServer DS20,
AlphaServer DS15, AlphaServer DS10L. AlphaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServer 400,
AlphaServer 2100, AlphaServer 2000, AlphaServer 1200, AlphaServer 10008, AlphaServer 1000

The list of most recent installed components and tools:

Sentinel HASP Run-Time envilonment versior: 7.80.78022.1

HASP License Details application (hasp_view] v. 1,28

Licanze Update tool (hasp_nus] v. 7.3

Netwark Contral Center application [netdiag) v. 1.52

CHARDM device check application [devcheck] v. 1.4

Wirtwal Digk, tool [mkdskwin] v. 219

Sentinel Admin Conrol Center HASP License Details License Update Tool Metwork Control Center Device Check Tool Wirlual Digk Tool

© Stromasys, 2019 19/390
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The following default dialog window will appear:

Collect Status Information | Apply License File

Transfer License

(L) Update of existing protection key
i@ Installation of new protection key

|Collect Information |

Collect information from this computer to enable:

U oF aF oF oF oF oF oF o oF o oF o o oF o

If you're installing a "Provisional" (demo) license, jump to step 5

2. Ensure no license dongle is connected, select the "Installation of new protection key" radio-box and press the "Collect Information" button. The

following window will appear:

¥ Save Key Status As

G_C)-'.l. v Computer » Local Dk () » Temp »

Cirganize = e folder
W Fevode L

B Desitop L DEISW

). Downlosds Ao Install_Win?_T085_05262014
LF Dropbox

L. ReceraPlaces

w4 Libraries
4 Decumenns B
o Music
! Pichwres
57 Subwversion
B vitess

™ Computer
&L Local Dink (€
o Loeal Dk )
& nikolsev (Ynscn

File narme:  Fingerprint

Date mgdifaed

AnG.2014 1ES4
13062014 1810

- | g | | Search Tomg i |

Type Sape

File folder
File foldes

Swce 25 type: | Upelate receipt file ["e2)

= Hide Febders
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Specify the directory and name of the system "fingerprint” file to be created the press the "Save" button.

3. The "License Update Service" will save the fingerprint file under the given name and will report the status:

Collect Status Information | Apply License File Transfer License

15:15: 5%
Fingerprint retrieved,

A aF oF oF oF oF oF oF oF oF oF oF o oF oF 4

Collect information from this computer to enable:
() Update of existing protection key
Installation of new protection key

|Collect Information |

4. Send the resulting file to STROMASYS. In return STROMASYS will provide you with a ".v2c" file, for example "Your License.v2c".

5. Copy the received v2c file to the CHARON host in a folder of your choice and select the "Apply License File" tab:

| Collect Status Information | Apply License File | Transfer License |

IIIIIIIIIIIIIIIL

pdate File
Apply Update |

6. Press the "..." button and browse for the received v2c file.
Example:
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¥ Salert the fe to apply

Cirganize = e folder

W Fevortes
B Detitop
. Downloads

@.k_ﬂ_}' b Compater b Local Dak(C) + Temp &

Marng

DETSW
Install_Win? 7085 05262014

L} Dropbox Yewr Lsenievds
&, ReceraPlaces

4 Libranes
" Documerts
'I." Music
e Pictses
= Subrversion

E Videcd

' Computer
B Local Disk [C:)
o Loesl Dk (E4)
¥ pikoleey {Virscrmel

S Metwork
All puppedted Dilet (" hii “wde” = |

Filé A
Dpen |v. Cancel

Press the "Open" button to apply the license.

7. From the "CHARON Virtual Machines Manager" utility (see above) select the "Host Information and Utilities" section and press the "Sentinel
Admin Control Center" button or (optionally) invoke the system default web browser and enter the URL http://localhost: 1947 to display the "Sentin
el Admin Control Center" (ACC) web interface. This interface allows you to view and manage the CHARON licenses.

8. Ensure that the software license is now visible in the "Sentinel Keys" section of the ACC.

Software licenses are always network licenses. Hence, they have no restrictions with respect to being displayed or accessed via a remote
connection.
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License validity verification

Check the CHARON license validity by invoking the "Charon License Details" utility to make sure that the CHARON license is visible and is correct. Doubl
e click the "CHARON Virtual Machines Manager" icon on the desktop or select this utility in the tray menu; select the "Host Information and Utilities"
section and press the "HASP License Details" button:

» CHAROM VM Manager

VM Contral | VM Configuration  Host Information & Utilities |

The list of CHAROM emulstors:

CHARDN-A>P, 4.9.19407;
AlphaServer GSB0, AlphaServer G5320, AlghaServer GS160, AlphaServer ES45, AlphaServer ES40, alphaServer D525, AlphaServer D520,
AlphaServer DS15, AlphaServer DS10L, AlphaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaServer 2100, AlphaServer 2000, AlphaServer 1200, AlphaServer 10004, AlphaServer 1000

The list of most recent installed components and tools:

Sentinel HASP RuneTime environment versior: 7.80.78022.1

HASP License Details application (hasp_view]v. 1.28

License Update tool (hasp_mus]v. 7.2

Meawork Contral Center application [netdiag] v. 1.52

CHARDN dewice check application [devcheck] v. 1.4

Viitual Disk tool (mkdskwin) v, 219

I Sentinel Admin Control Center HASP Licenze Details License Update Tool Metwork Control Center Device Check Tool Wirual Digk Tool
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084 Licerse Detais

beemekeys:1gsismar ) | sosmisnos 00 EEEESENUNN

LLicerme Manager running ak hest: KIRILL -
License Manager IF address: 137.0.0. 1

Sentinel-+HL Met key detected.
The Pryscal Key ID; 1422726238
Licerse bype: License Dongle {Network capable)

CHAROH Senbnel HASP License ey section

The Licerse Fumber: 03.mec. test. cenber kind
The Licerse Keyld: 1422720200

The Magter Keyld: 327774524

Foelemse date: 13-18N-2017

Release trme: 1354625

Updaie numbesr: 1

[Endl User nawmes MISC
Purdhasing Customer name: STROMASTS

Virhual Mardware: POP 1193, POP 11594
Prochact Name: CHAROHN-PDP

My Viersion: &

Operating system type requnsments: 3, dhit
Hest Operaling Sysbem required: WINDOWS, LINUI
P showed: 16

e virbiaal memony: 65526M8

CHAPT enablad

Prechact exparabion date: 02-0ct-2017 02:55
frestances aliowed: 2

Feature mumber; 1
Chedcinterval: 60 minutes

€ ]

| Refeshomentboense | Fiefresh boenses kst | Copy bcense detais tn Ciphoard | Exit

® Verify the the license content is displayed correctly and no error message is shown

® Verify the content of the license looks correct. Check for example the license number, the major and minor versions, the minimum and maximum
build numbers, the CHARON-AXP products and allowed hardware (CHARON-AXP models). More details on the license content can be found in
the CHARON-AXP Licensing chapter of this Guide.
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Troubleshooting

If the CHARON license content cannot be displayed by the "CHARON License Details" utility or is incorrect, check that the license is available and
correctly used:

1. From the "CHARON Virtual Machines Manager" utility (see above) select the "Host Information and Utilities" section and press the "Sentinel
Admin Control Center" button or (optionally) invoke the system default web browser and enter the URL http://localhost:1947 to display the "Sentin
el Admin Control Center" (ACC) web interface.

2. Click on the "Sentinel Keys" link to open up the "Sentinel Keys Section" page

3. Make sure that one and only one CHARON HASP or SL license is present.

Problem Action

No license is displayed Make sure that all the recommendations above about remote access to the host are fulfilled (if remote access takes
place) and the HASP USB key is not broken and its LED indicator is lit (meaning that it is used by the host).

Only one License key / SL is Contact STROMASYS to request a new license update.
seen and its content is
incorrect

Several License keys / SLs are = Remove all of them except the one provided by STROMASYS for the installed version of CHARON.
displayed

Removing licenses can be done by physical disconnection of the corresponding USB HASP keys from the CHARON host and physical disconnection of
the network HASP keys from all hosts on a local network (or by disabling remote access to network licenses from the CHARON host - see detailed
explanation below).

Software licenses can also be uninstalled using the method, described in the "Removing CHARON-AXP Software Licenses" chapter of this Guide

For license servers accessible only via non-broadcast search it is also possible to disable access to network licenses if only a local license is to be used:
Click on the "Configuration" link to open the "Configuration for Sentinel Manager" page.

Uncheck the "Allow Access to Remote Licenses" checkbox from the "Access to Remote License Managers" tab then press the "Submit" button to

apply changes.

Starting with Charon-AXP/VAX 4.9 for Linux and Charon-AXP/VAX version 4.8 for Windows the Charon emulator products do not follow the
settings in the Sentinel ACC with respect to querying remote license servers and network visibility. They perform a broadcast search for
network licenses even if this has been disabled in the Sentinel ACC. If this behavior has to be prevented for specific reasons, the network
access of the system has to be temporarily restricted or disabled, for example by blocking the relevant traffic in a firewall. Another possibility
would be to block access to the network license at the license server side.

Note that such methods can negatively impact other functions of the system or, in the case of blocking access to a network license on the
server, even the functions on other license clients.

It is possible to have several licenses available to CHARON-AXP at the same time. In this case you have to specify in the CHARON-AXP
configuration file the license key ids to be used.

Example:

set session |icense_key_id="1877752571, 354850588"
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Network configuration

If the CHARON virtual machine needs access to the network, one or more dedicated network interfaces cleared from any other protocols including TCP/IP

will have to be defined.

Configuring the network is done with the "Network Control Center" (NCC) utility. Double click the "CHARON Virtual Machines Manager" icon on the
desktop or select this utility in the tray menu; select the "Host Information and Utilities" section and press the "Network Control Center" button:

» CHAROMN VM Manager

VM Control | VM Configuration Host Information & Utilities

The list of CHARDN emulstors:

CHARON &P, 4.9.194001:
AlphaSenver G580, AlphaServer GS320, AlphaServer GS160. AlphaServer ES45, AlphaServer ES40, AlphaServer D525, AlphaServer D520,
AlphaSernver DS15, AlphaServer DS10L, AlghaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaSenver 2100, AlphaServer 2000, AlphaServer 1200, AlphaServer 10004, AlphaServer 1000

The list of most recent installed components and tools:

Sentinegl HASP RuneTime enviranment versior: 7.80.78022.1

HASP License Details application [hasp_view] v. 1.28

License Update tool (hasp_rus] v. 7.3

Metwork Conliol Center application [netdiag] v. 1.52

CHAROMN dewice check application [devcheck] v. 1.4

Virtual Dick tool {mkdskvin] v, 2.19

Sentinel Admin Control Center | | HASP Licenze Detailz License Update Tool Metwork Control Center Device Check Tool

Virlual Digk Toal

In the appearing dialog, select "Configure NIC":
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CHAROM Network Control Center

CHARON Metwork Control Center.
Introduction page.

The CHARON Network Control Center designed to manage CHARDN networking inchuding:

- Installation/de-nstallaton of the CHARON network drivers:
- Configuring physical adapters to be used by the CHAROMN Host system;
- Troubleshooting the physical adapter setup;
- Checking that adapter supports MAC address change.
- Checking for the MAC address dupbcation on the LAN;
- Checking for the IP address duplication on the LAN:
- Suggesting the configuration file setfings:
- Disable TCP chimney offload for CHARDM emudators;
Monitoring MIC activity
(MDNS driver v 5.3.0 or later should be installed
and CHARDM running to enable Monitor feature);

 Please select the acton to continue:

 Install/Upgrade

* Configure NIC

™ Troubleshoot NIC dedicated for CHARON
" Disable TCP chimney offfoad

" Monitor CHARDM NIC activily

Bacl I Next » | Cancel

Press the "Next" button, the following dialog will appear:
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CHAROMN Network Control Center

CHARON Network Control Center.

Please select the physical adapter from the fist,

Depending on the adapter state and configuration, you can use the buttons to multiplex adapter, de-multiples adapler, dedicate
adapter to CHARON or release adapterto the host,

When you took all planned actions, select the adapter you wart to configure and press Next button to continue with adapter
configuration.

Adapter Name | Comment |
'm Realtek PCle GBE Family Contraler PHYSIKCAL USED BY THE HOST "Chanon™
£ Intel{R) 82579LM Gigabit Network Connection  PHYSICAL USED BY THE HOST "MSC™

Dedicate adapterto CHARDN Releace adapter to HOST

<Back [ Nea> |  Concel Hep |

Select the interface to be dedicated to CHARON (in our example it is Realtek PCle GBE Family Controller named "Charon") and press the "Dedicate
adapter to CHARON" button.

CHARON supports VLAN adapters. If you are going to use them, proceed with their installation and configuration according to the network
adapter vendor User's Guide and then select the VLAN interface in the dialog shown above, the same as you would for a regular network
interface. There is no difference in configuring a regular network adapter and a VLAN one, so all the provided instructions are fully applicable for

VLAN adapters as well.
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After a few seconds the chosen interface will be assigned to CHARON:

CHAROMN Network Control Center

CHARON Network Control Center.

Please select the physical adapter from the fist,

on the adapter state and configuration, you can use the buttons to multiplex adapter, de-multiples adapler, dedicate
adapter to CHARON or release adapterto the host,

When you took all planned actions, select the adapter you wart to configure and press Next button to continue with adapter
configuration.

Adapter Name | Comment |
'ﬁ Realtek PCle GBE Family Contraler PHYSICAL DEDICATED TO CHARON "Charon”
7 intel(R) 82579LM Gigabit Network Connection  PHYSICAL USED BY THE HOST "MSC”

Dedicate adsptes to CHAROM Release adapler te HOST

S [ s ] e Il 0

o It is possible to release the interface back to the CHARON host by selecting the target interface and pressing the "Release adapter to HOST" button.
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The next step displays the text to be included in the CHARON configuration file for the interface dedicated to CHARON. Select the target interface and
press the "Next" button. The following dialog will appear:

CHARON Network Control Center

CHARON Network Control Center.,
Propaosals for configuration file reconds,

The CHAROM Metwork Control Center Config Fie suggestion step.

Please select the network interface you plan to use {depending on emulated model) and check the suggested configuration file
settings with one you are using. The settings are suggested for primary adapter only,

For sscondany adapter configuration and adapter options (see the your system's "User Guide® for details).

IRLIS 5 { i 6, Microh e 4 3 ] " DEQMA (" DELQA  DESGQA
[BATEA T, [MicTohid 4 08 EZA " SGEC
Al sites .. " DEMNA
CHARON-AXP (MphaServer D510, D520, ES40, GS80, GS160, ) -EwWA ' DES00AA " DESO0BA C DE435
H Kl 0. DS ES40 - GER0. G516 =1 FDEWE
L [ o [ Y B2 Easll Iasall a5 el | = E1A
[ :'_; i | = Of r DEEHI
e FIF] 4 ..;,'5,— S r" PHmM
NIC connection name.
load DESO0AA dec 1xdx EWA intedface=EWAD
load packet_port/chnstwk EWAD mefaces"connection:Charon”
Copy suggestions to clipboand |

<Back | Met> |  Cencel Help

Selecting the target emulated network interface displays the configuration lines specific for the selected CHARON host network interface. Press the "Copy
suggestions to clipboard" button to copy the suggested configuration lines. They can be pasted into the CHARON-AXP configuration file during the next
editing session by pressing "Ctrl-V".

Press the "Cancel" button to exit from the "Network Control Center" utility.
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Restart the "Network Control Center" utility again and select "Disable TCP chimney offload for CHARON":

CHAROMN Network Control Center

CHARON Network Control Center.
Intreduction page.

The CHARON Network Control Center designed to manage CHARDN networking inchading:

- Installation/de-installation of the CHAROMN network drivers:
- Configuring physical adapters to be used by the CHARON/Host system;
- Troubleshaating the physical adapter setup;
- Checking that adapter supports MAC address change.
- Checking for the MALC address duplication on the LAN;
= Checking for the |P address duplication on the LAN:
- Suggesting the corfiguration file settings:
- Disable TCP chimney offload for CHARDMN emudators;
MIC activity
(NDMS driver v, 5.3.0 or later should be installed
and CHARDM running to enable Monior feature);

 Please select the action to continuwe:
™ Install/Upgrade
C Configues NIC
" Troubleshoot NIC dedicated for CHARON
# Disable TCP chimney offioad
" Manibes CHARDM MIC activily

Bacl I Meat » | Cancel Help

Press the "Next" button to apply the "offload" parameters settings.

Press the "Cancel" button to exit from the "Network Control Center" utility.

/1, When the NIC properties are configured in Windows, a reboot of the CHARON host is required for the changes, specifically "offload" parameters, to
take effect.
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After installation

If you plan to use the local system administrator acount ("Administrator") or the CHARON-AXP user having administrative privileges, no other actions are
required.

If the CHARON-AXP user belongs to some domain, you have to add this user to the CHARON-GRP group as described in this article and then
reboot the CHARON host.

Otherwise it is possible to use a standard account (both local and domain) for running CHARON-AXP:

1. Login as the local system administrator ("Administrator") on the host system.

2. Create a special user for running CHARON-AXP. This user must have standard privileges. Please consult with your Windows User's Guide on
details.

3. Add this user to the CHARON-GRP group as it is described in this article and then reboot CHARON host.

4. Login as the created user.
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Running and managing CHARON-AXP for Windows

Table of Contents

® Starting CHARON Virtual Machines Manager
® (Creating a CHARON Virtual Machine
® (Creating a CHARON VM using provided templates
® (Creating a CHARON VM using an existing configuration file
Running a CHARON Virtual Machine
Stopping a CHARON Virtual Machine
Removing a CHARON Virtual Machine
Modifying a CHARON Virtual Machine
® Exploring CHARON Virtual Machine Home Directory
® Making a new virtual disk
® CHARON Virtual Machine configuration file
® CHARON Virtual Machine startup mode
® CHARON version to be used for CHARON VM
® Service functions
® Running CHARON utilities

Starting CHARON Virtual Machines Manager

CHARON execution is controlled by the "CHARON Virtual Machines Manager" that manages each CHARON instance, called a "CHARON Virtual
Machine", running on the host.

The CHARON installation procedure creates a shortcut on the desktop and under the Windows Start menu for the CHARON Virtual Machines Manager.

Desktop shortcut:

"Start" menu shortcut:

. Alien 5kin Software
|. CHAROM

<> CHARON Virtual Machines Manager
|, CHARON-AXP

The CHARON Virtual Machines Manager runs automatically at Windows startup. If it is minimized to tray, it can be re-opened in the following way:

After clicking the shortcuts, the main dialog of CHARON Virtual Machines Manager appears.
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Creating a CHARON Virtual Machine

Creating a CHARON VM using provided templates

CHARON installation contains a set of template files for creating a base configuration for each AXP model. Once the CHARON Virtual Machine (VM) is
created using these templates it can be configured further to meet your requirements and all the specifics of the emulated system.

By default the CHARON templates do not contain any specification for disks and network; you need to update the configuration file created from
the template to specify your specific disk and network configuration.

Start the CHARON Virtual Machines Manager (see above) and press the "Create VM from Template" button:

» CHAROM VM Manager

WM Control | vM Configuration | Host Information & Utilities |
CHARDOM Virtual Machine
""" L KIRILL (this host) Welcome to the Stromasys CHARON Virtual Machine Manager!
To continue, select a virtual machine [VM] from the list, create a new virtual
machine, or add an existing virtual machine.
To create a new virtual machine, use the <{Create VM from Template> button to
choose one of the VM templates provided.
To add an existing virtual machine to the CHARON Virtual Machine Manager, use
the <Add Existing VM> button to provide the configuration file of an existing VM.
Create Vi from Template Add Existing VM Update Vi List

In the appearing dialog select the Alpha hardware model:
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-
Create Virtual Machine from a Template ===
List of instabed products

Select hardweare modet

AlphaServer 1000
AlphaSerer 10004
AlphaServer 1200
AlphaSerer 2000
AlphaServer 2100 Changs Esxplore...
AlphaServer 400
AlphaServer 4000
~ Cor@lphaServer 4100
AlphaServer 800
AlphaServer D510
AlphaServer DS10L
AlphaServer D515
AlphaSerser D520
AlphaServer D525
AlphaSerser ES40
AlphaSerer E545
AlphaSener GS16D
AlphaSene G5320 i
AlphaS erver GSBO Change Explore...

Hosne directon of lhe W,

Note the Home Directory for the VM (see screenshot below), it will be used by default for storing logs, virtual disk images, toy and container files if no path
is specified in the configuration file.

Specify a name for the VM and press the "Create" button:

Create Virtual Machine from a Template

- List of nstalled products

Select hardware model

|AlphaServer E540 |

Template Catalogue:
|C:\Program Files\CHAR DN Wirtual Machine Templates' Change Explore...

- Configuration
Mewe Vihual Maching Mame:
[My_ES4dl

Heeme directony:

il::‘l.Fregam FileshCHARON Wirbual Machineshhiy_ES404 Change Explore...

Conce_|

The CHARON Virtual Machines Manager will report the VM has been created successfully:
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ServiceManager

r‘-k CHAROM Virtual Machine created successfully.

It will then appear in the left pane:

o My _ES40 - CHAROM VM Manager

VM Control | ¥M Configuration | Host Information & Utilities |

CHARDOMN Virtual M achine

- KIRILL this host)
L[, My_ES40

Statuz: Stopped
Date: | Message ID: | Message text
2018:05-30 14:38:41  DDOOD243 Logging started.
20180530 14:38:41 00000345 session: loading builkin configuration “AlphaServer_ES40"
20180530 14:38:41 00000346 sezzion; . done loading builk-in configuration " AlphaServer ES40"
2012.05-30 14:38:41 00000345  session: loading corliguration fle "'C:\Program Fles\CHARON \Wirtual Machines\My_ES40%es40.cig'..
2018-05-30 14:38:41 00000384 The previous message has been repeated 2 times.
2015-05-30 14:38:41 0000034 session: .. done boading configuration file "configuration_name icfg™
20180530 14:368:41 0000034 The previous message has been repeated 2 times.
2018.05-30 14:38:41  0000O3F2 session: default log file size fimit is 4134304 bytes
2018:05-30 14:38:41 0D0DOD24&  Logging stopped.

Creating a CHARON VM using an existing configuration file

It is also possible to use an existing configuration file for creating a CHARON Virtual Machine.

Open the CHARON Virtual Machines Manager (see above) and press the "Add Existing VM" button:
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£ CHARON VM Management =] ® .
WM Control | ¥M Configuration | Host Information & Utilities |

CHAROM Vitual Machines

B KIRILL [this beost] Welcome to the Stromasys CHARON Virlual Machine Manager!

To continue, select a virtual machine [VM] from the list, create a new virtual
machine, or add an existing virtual machine.

To create a new virtual machine, use the <Create YM from Template> button to
choose one of the VM templates provided.

To add an existing virtual machine to the CHARON Virtual Machine Manager, use
the <Add Existing YM> button to provide the configuration file of an existing VM.

Create WM from Templste Add Existing VM Update VM List

In the appearing dialog select the target configuration file by pressing the "Browse" button:

i

"Create Virtual Machine from a Canfiguration File

Configueation File:

Wirbual Machine name:

Home directory:

Cancel

Select the configuration file and press the "Open" button:
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 Open ==
C;l-{:j DL b Cernpater b Kinll{C] » Dee » test » w | g || Search e o
Ciganize = Fdew folder = - i e
i Eyesies iz Mare - Date migcfsed Type L
M Desicop L Logs le folde
. Downloads eidl cig Fi@ File 13 ER
&3 Dropbex 3 dg ; Eile 1268
4L RecemtPlaces pi_test.ciy 2KB
I Lﬂkjﬁ.{ig 4.1 15 EB
- Libranes ) welllbf) ity 008 2005 1 100 ke
+ Decuments E
&' Music
= Pictues
= Subvrinion
B videos
% Computer
& v ()
E¥ nikolaey (Vimscn
Flenaene: extlaty * [Chwen Gonfigmmtion i iat o]
[ e

Never select a configuration file template provided in the Charon installation folder as these files could be overwritten with patching.

Enter the CHARON Virtual Machine name and note the Home Directory for this VM, it will be used by default for storing logs, virtual disk images, toy and
container files if no path is specified in the configuration file.

Press the "Create" button:

e —— — —
Create Virtual Machine from a Configuration File i

Configur ation File:

=40, cfg Browse.,. !

Wirbual Machine name:

My_ES40_From_CFG|

Home directory:
| Ci\Devitesty

Create Cancel

The CHARON Virtual Machines Manager will report the VM has been created successfully:
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ServiceManager

y Ah CHAROM Virtual Machine created successfully.

It will then appear in the left pane:

- My E540 from CFG - CHARON VM Manager

¥M Control | VM Configuration I Host Information & Utilities I

CHAROM Virtual M achine

Statuz: Stopped

B FIRILL [this host] Drate:

| teszage I0: | I eszage test:

-0 My_E540_from_CFG 2018-05-30 14:41:33
2018-05-30 14:41:33
2018-05-30 14:41:33
2018-05-30 14:41:33
2018-05-30 14:41:33
2018-05-30 14:41:33

00000243
00000345
00000348
00000328,
00000348
00000244

Logaing started.

zezzion; loading built-in configuration "dlphaServer_ES40" .
zeszion: ... done loading built-in configuration “alphaSerser_ES40¢
zezzion; loading configuration file "ezd0.cfg"...

zeszion: ... done loading configuration file "es40.cfg”

Logaing stopped.

Running a CHARON Virtual Machine

Select the target CHARON VM in the left pane and press the "Start" button:
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» My _ES540 - CHARON VM Manager

¥M Control I\I"H Configuration | Host Information & Utilities |

CHAROM Virusl Machine Staluz Stopped
& KIRILL (this host) Date: | MessageD: | Message text:
R 20180530 14.4416 00000249 Logging Sarted

20180530 14:44:16 00000345 session: loading builkin configuration “alphaServer_ES40".,

201805-30 14:44:16 00000346 sessiont ... done leading builtin configuration "AlphaSerer_ES40"

2018:05-30 14:44:16 00000348 session loading configueation file " \Frogiam Fles\CHARDOM itual Machines\My ES 40%e2d0 cfg”.
2018-05-30 14:44:16 00000344  The previous message has been repeated 2 limes.

2018-05-30 144416 000003AB seggion ... done loading configuration file “configuration_name. icig™

20158-05-30 14:44:16  0O0003AR The previous message has been repeated 2 times,

201505-30 14:44:16  00D003F2 session default log file size limit iz 4134304 bytes

201505-30 14:44:16 00000245  Logging stopped.

Create Vi lrom Template Add Existing VM Update VM List Start I Stop | Remove \id Edit Configur sticr Update Log Displap Log | Show Consale

CHARON Virtual Machines Manager will display the execution log:
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o My _ES40 - CHARON VM Manager

CHARON Virtusl Maching

VM Control | VM Configuration | Host Information & Utilities |

E1-E KIRILL (this host)

Create VM from Template

Add Existing VM

Stalus: Started
Diate: | Message|D: | Message test
201805.30 14.46:42 00000249 Logging started.
2018-05-30 14:46:42 00000345 session: loading builkin configuration “alphaServer_ES40".
201805-30 14:46:42 00000346 sessiont ... done leading builtin configuration "AlphaSerer_ES40"
2018:05-30 14:46:42 00000347 seasion loading service conliguation "My ES40"
2018-05-30 14:46:42 000003AR segsiore . done Inading service configuatian My E540"
2018-05-30 14:46:42 00000348  zessionc loadng configuration file “'C:\Program Fles\CHAROM Wirtual Machines\My_ES40%ves40.cfg”. .
2015-05-30 144642 00000348  The previous message has been repeated 2 times,
201805-30 14:46:42 00000348 zesson ... done loading configuration file “configuration_name. icfg™
201805-30 14:46:42 00000348 The previous message has been repeated 2 times.
201506-30 14:46:42  00000GF2 session default log file size imit iz 4134304 bytes
201806-30 14:46:42 0000032 Start request received,
2018065:30 14:46:42 000D0ZAC  session: process affinity iz D0D0D00000DOOOFE, spstem affinity is 00000000000000FF
201805-30 14.46:42 00000301 session 10 domain affinity iz D000000000000003, CPU domain affinity is 00000000000000FC
20180530 14:46:42 00000240 Checking the avalable fcense key 1422726238
2080530 14:46:42 00000240 The previous message has been repeated 22 times.
201805-30 14:46:43 00000408 CHAROM-AXP [SlphaServer ES40), W 4.9 B 19401, May 10 2018 7 000 msc. test center nikolagy / 19181
2015-05-30 14:46:43 00000336 The end uzer of thiz saftware has agreed to STROMASYS® Temns and Conditions for Saftwase License anc
201305-30 14:46:43 00000057 05 Erwironment: Microsoft \Windows 10 Pro, 64-bit (Build 17134)
2012065-30 14:46:43 00000058 Host CPU:  IntellR] =2on(R) CPU E31275 @ 3 40GHz 8.
201505-30 14:46:43 00000033 Host Memory:  24320Mb
201505-30 14:46:43  000D041F Configuration durp::
2018065-30 14:46:43  0000041F . $ession;
201805:30 14:46:43  0000041F . . configuration_name = "My_ES40"
2018:05-30 14.46:43  0000041F .. log_method = "append”
20180530 14,46:43 00000418 154; MultiMedia Timer corsclion is enabled,
2018-05-30 14:46:43 00000420 ACE: ACE iz on, Running 2 translstors.
201805-30 14:46:43  000D032C My _ESAD" statted.
201805-30 14:46:43 00000419 COM1: Connected Remole 12700 1:64930.
£ >
Update¥MList | [ 51t | Stop | FemovevM | EditConiigwetion | UpdateLog | DispleyLog | Show Console

o Note the color meaning:

Colors

Red

Light blue

Light yellow

Purple

Meaning Example

Error Thisisan error message
Warning This is a warning message

Information This is an informational message

Begin/End Begin/End
of the Windows

system log

The console of this particular CHARON VM will then appear (if defined in the configuration file):
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Depending on settings, Windows may display a Firewall warning dialog asking to confirm CHARON access to different networks.

W Windews Security Alert

G Windows Firewall has blocked some features of this program

weindowes Firesal has blocked some features of Charon-axF, AlphaSeryer 0S20 emulsbor on sl
public, pereate and domain netwoeks.

Bame: Charon-AP, AlphaServer DE20 emulstor
Pubdkshir: STROMASYS SA
Path: Ciprogram fles|charonibulld 17101 084 ds20. 0

Allowy Charon-A3F, AlphaServer D520 amulator bo cormmunicate an these netsorks:
o | Doormsin nstweorks, such &5 & workplaos netwaork:

o | Priviabe networks, such as my home or work nebwork:

+ | Public networks, such &2 thoss in sinports and coffes dhops (not recommendad
bescasse these networks often have Rtk or no seouncy)

Allow access | | Cancel

£

Check the desired options and press the "Allow access" button.

If you closed the CHARON VM console, it is always possible to re-open it by pressing the "Show Console" button:

Update Log Dizplay Log | | Show Conzole

o Closing the console will not stop the CHARON Virtual Machine
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Stopping a CHARON Virtual Machine

l_ Note: before stopping the virtual machine from the CHARON Virtual Machines Manager, a clean shutdown of the operating system running on the VM

has to be performed.

Select the target CHARON VM in the left pane and press the "Stop" button. A dialog will appear to confirm, select "Yes" to continue to stop the VM:

_ My ES40 - CHARON VM Manager

CHARON Virtusl Maching

VM Control | vM Configuration | Host Information & Utilities |

E1-E KIRILL (this host)

= |

Create Vi from Template

Add Esisting WM

Stalus: Started
Drate; | MessageID: | Message teut:
201805.30 14.46:42 00000249 Logging started
201805.30 14:46:42 000D03AS  seesion loading builtin configuration “AlphaServer ES40".,
2018.05-30 14:46:42 00000346 sesgon . done loading builkin eonfiguration "AlphaSerser ES40"
2018-05-30 14:46:42  0O0D03AT segsiore lnading service configiation "My ES40"
2018-05-30 14:46:42 00000348 seesiore ... done loading service configuration My ES40"
2018-05-30 14:46:42 00000348  zessionc loadng configuration file “'C:\Program Fles\CHAROM Wirtual Machines\My_ES40%ves40.cfg”. .
2018-05-30 14:46:42 00000348  The previous message has been repeated 2 times,
201805-30 14:46:42 00000348 zesson ... done loading configuration file “configuration_name. icfg™
2015-05-30 14:46:42  DO000ZAR The previous message has been repeated 2 tmes.
201806-30 14:46:42  000003F2 segsion default log file size limit iz 4134304 bytes
201806-30 14:46:42 00000328 Start request received,
201805-30 14:46:42 000D03AC  session: process affinity iz 00D0D0DO00DOD0FF, spstem affinity is 00D000000000D00FF
201805-30 14.46:42 00000301 session 10 domain affinity iz D000000000000003, CPU domain affinity is 00000000000000FC
2018405-30 14:46:42 00000240 Checking the avalable icense key 1422726238
2080530 14:46:42 00000240 The previous message has been repeated 22 times.
2M805-30 14:46:43 00000408 CHARDOM-AXP [AlphaServer ES40), W 4.9 B 19401, May 10 2018 7 000 msc. test center nikolasy / 191815
20158-05-30 14:46:43 00000336 The end uzer of thiz software has agreed to STROMASYS' Temns and Conditions for Saftwase Licenze anc
201305-30 14:46:43 00000057 05 Erwironment: Microsoft \Windows 10 Pro, 64-bit (Build 17134)
201805-30 14:46:43 00000038  HostCPU:  IntellR] Xeon(R) CPU E31275 @ 3 40GHz 8.
201505-30 14:46:43 00000033 Host Memory:  24320Mb
2015065-30 14:46:43  0000041F Configusation dump::
2018065-30 14:46:43  0000041F . session;
201805:30 14:46:43  0000041F . . conhguration_name = "My_ES40"
201805-30 14:46:43  DODDD41F .. log_method = “append”
20180530 14:46:43 00000418 154; MultiMedia Timer corsclion is enabled,
2018-05-30 14:46:43 00000420 ACE: ACE is on, Running 2 tanslstors.
201805-30 14:46:43  0000032C "My _ES40" stasted.
201805-30 14:46:43 00000413 COM1: Connected Remole 127 0.0 1:64330.
L4 >
Update Wi List | Start I Stop | Remove Wid Edit Configur alion Update Log Display Log | Show Console

Removing a CHARON Virtual Machine

To remove a CHARON VM, select it and pressing the "Remove VM" button:
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o My _ES40 - CHARON VM Manager

VM Control | VM Configuration | Host Information & Utilities |
CHARON Virtual Machine Staluz Stopped
E-EL KIRILL (this host) Date: | Message|D: | Message test ”
= 20180530 14,4542 00000347  session loading service configualion "My ES40"..
2018.05.30 144642 00000348 session ... done loading service configu alion "My_ES40"
201805-30 14:46:42 0000034 session loading configuration file "C\Progiam Fles\CHARDNYirtual Machines\My_ES40%Nez40.cfg™.
2018:05-30 14:46:42 00000348 The previous message has been iepeated 2 limes,
2018-05-30 14:46:42 000003AR segsiore . done Inading conliqueation file “configuration_name.icfg”
2018-05-30 14:46:42 000003AR The previous message has been repeated 2 tmes.
2018-05-30 14:46:42 0OODOZF2 sessiore default log file size limit iz 4194304 bytes
201805-30 14:46:42 00000328 Start request received.
201805-30 14:46:42 000003AC session process alfinity iz 00000000000000FF, system affinity iz 00000000000000FF
2018-05-30 14:46:42 00000301 session: |A0 domain affinity is 0000000000000003, CPU domain affnity is 0000000000000FC
2018-06-30 14,4642  (0000Z40 Checking the avalable icense key "1422726238"
2018065:30 14:46:42 00000Z4D  The previous message has been repeated 22 times.
20180530 14:46:43 00000408 CHARDM-&-P [AlphaServer ES40), YW 4.9 B 19401, May 10 2018 / 000, msc. test.center nikolsey £ 197
201805-30 14:46:43  0O0D03ZE The erd wser of this saftware has agreed to STROMASYS' Tesms and Conditions for Softwase License
2018:05-30 14:46:42 00000037 05 Environment: Miciosoft \Windows 10 Pro, B4-bit [Build 17134]
201805-30 14:46:43 00000038 Host CPU:  Intel(R) *eon[R) CPU E31275 @& 3 40GHz «8.
2015-05-30 14:46:43 00000039 Host Memary:  24320Mb
2018-05-30 14:46:43  0000041F Cornifiguration durngp::
2018-05-30 14:46:43  0O0D041F . BEsion
201805-30 14:46:43  00000471F . . configuration_name = "My_ES40"
2015-05-30 14:46:43  00O00041F . . log_methad = “append”
2018-05-30 14,4643 00000418 15 Multibd edia Taner comection iz enabled
2018-05-30 144643 0O000420 ALCE: ACE i3 on. Running 2 translators,
2018:05-30 14:46:43 00000320 "y ES40" stasted,
201805-30 14:46:43 00000419 COMI: Conrected. Remote 127.000,1: 54930
20180530 14:51:17 00000320 "BlphaServer ESA0" stop request ieceived
201805-30 14:51:17 00000348 IDED: 170 handle closed
2018-05-30 145117 00000348 The previous message has been repeated 2 imes.
2018-05-30 145117 00000240 Licenzing comparent recerved stop request,
2018-05-30 145117 0000032E Stopped.
2018-05-30 145117 00000244 Logging stopped, 7
< >
Create VM from Template | Add Existing VM UpdstetMList |  Stat | [ Sioc | FemovevM | EditConiigwetion | UpdsteLog | DispleyLog | Srowfoneoie
I, The Virtual machine has to be stopped before removing it (see Running and managing CHARON-AXP for
Windows#StoppingaCHARON VirtualMachine chapter above)
A confirmation dialog will be displayed:
[ . o S
Rernowve Virtual Machine Dialog @
CHAROH Yirtual Machine name:
IM y ES40
cova|
Press the "Remove" button and confirm the CHARON VM removal by pressing the "Yes" button:
[ —— et
ServiceManager | E%|
- , .
I@ Do you really want to remove the selected virtual machine?
Yes MNe
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Modifying a CHARON Virtual Machine

Select the target CHARON VM and switch to the "VM Configuration" tab to see its features:

o My _ES40 - CHARON VM Manager

VM Control YM Configuration | Host Information & Utilities |

The Home directory contains the virtual machine configuration file and is the default location for the following components of this
virtual machine:

- ¥irtual machine log file[s];

- Virtual machine ROM. VDisk[s] and other data.

Home: directory: |E:\F’rn-gram Filez CHARDN \Wirtual Machines\My_ES408 Euplose... [ Create Vinual Dick

Press the <Edit Configuration File> button to edit the configuration file using the Notepad editor.
Modify the configuration to accurately reflect the features of the system to be emulated.
Press the <Apply> button to confirm the virtual machine configuration file changes.

Condiguration fe; |—a4llclg Edit Configuratian File

Services are set to manual start by default. Automatic start at boot can be enabled after
successfully testing the configuration. You can change this setting below.

Startup type: | Manual =l

By default, virtual machine is created with the latest CHARON executable image version
installed on the system. Te change the version of the executable image for the YM:
choose the desired executable image from the list box below, press the {Apply> button, restart the VM.

Executable: [CHARTN-42P, 4.9.13401 =] Apply

Using this dialog it is possible to:

Explore the Home Directory of the CHARON VM.

Create virtual disks by pressing the "Create Virtual Disks" button.
Edit the CHARON VM configuration file.

Change the startup mode.

Select the CHARON version used for this Virtual Machine.

Exploring CHARON Virtual Machine Home Directory

Press the "Explore" button to open up a Windows Explorer window showing the content of the selected CHARON VM home folder:

The Home directory contains the virtual machine configuration file and is the default location for the following components of this
virtual machine:

- Virtual machine log filefs];

- ¥irtual machine ROM, ¥Disk([s] and other data.

Home dirsctorny: |E:'\F‘rogram Files\CHAROM W irtual MachinestMy_ES40% Explore. . I Create Witual Disk

o This content includes the CHARON VM configuration file and may also include virtual disks and tapes images, logs, ROM files, etc.
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Making a new virtual disk

It is very convenient to use the "Create Virtual Disk" button to create empty disk images in the CHARON VM Home Directory:

VM Contral VM Configuration |Ho=! Information & Utilities |

The Home directory contains the virtual machine configuration file and is the default location for the following components of this
virtual machine:

- ¥Virtual machine log file(s]:

- Virtual machine ROM, ¥Disk(s] and other data.

Home directary: |C:\ngun Files\CHARDM Yinual Machines\My_ES400 | Explore... I Create Virual Disk

The MkDisk utility will be called for this operation:

File Help

""' stromasys
engineered solutions ->/

Dick Image generator for Windows

|-¢-|.l cortialers d
[Select Dick Type =
|

=Dk Froperties

sie [ | Mumberotblocks [
Sectors | Blocksize: [

Creste Disk [ ':l_|--| Cugtamy Crisk I Creale Heudm..l

WWW.STROMASYS.COM

Refer to the "Utilities" section of this User's Guide for more information about the MkDisk utility.

CHARON Virtual Machine configuration file

Press the "Edit Configuration file" button:
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Press the <Edit Configuration File> button to edit the configuration file using the Notepad editor.
Modify the configuration to accurately reflect the features of the system to be emulated.
Press the <Apply> button to confirm the virtual machine configuration file changes.

Configuiation fie: ~|esd0icly Edit Corfiguration File

Alternatively it is possible to select the target CHARON VM and press the "Edit Configuration" button:

v "-h'_E".:‘iU - CHARON VM l‘danager

VM Control | vM Configuration | Host Information & Utilities |

CHARDMN Virtual Machine Stalus: Stopped
L KIRILL (this host) Date: | MessageID: | Message teut: =
| 20120530 14,4642 OO0D0A7  session: lnading service configuiation "My ES40"

201805.30 14:46:42 00000348 session: ... done loading service configualion "My_ES40"

2018-05-30 14:46:42 00000344 sesson loading configuestion file "C:\Frogiam Files\CHARDMNYWital M achines\My ES40\vezd0 cfg”.
2018:05-30 14:46:42 00000348 The previous message has been iepeated 2 limes,

2018-05-30 14:46:42 000003AR zessior ... done loading conliguration file “configuration_name.icig”

2018-05-30 14:46:42 000003AR The previous message has been repeated 2 tmes.

201505-30 14:46:42  000003F2 session default log file size limit i 4134304 bytes

201505-30 14:46:42 00000328 Start request received.

201505-30 14:46:42 000003AC  session: process affinity iz 00000000000000FF, spstem affinity iz 00000000000000FF

2018065-30 14:46:42 00000301 seggson |40 domain affinity is 0000000000000003, CPU domain affnity is 00000000000000FC
201806-30 14:46:42 0000024D  Checking the avalable icense key ''1422726238",

201805-30 14:46:42 00000240 The previous message has been repeated 22 times.

2018:05:30 144642 00000408 CHARDM-&-P [AlphaServer ES40), YW 4.9 B 19401, May 10 2018 / 000, msc. test.center nikolsey £ 197
201805-30 14:46:43  DO0D0A3E The end wuser of this software has agreed to STROMASYS' Terms and Conditions for Softwase Licenze
2018:05-30 14:46:42 00000037 05 Environment: Miciosoft \Windows 10 Pro, B4-bit [Build 17134]

201805-30 14:46:43  000D0ODSS Host CPU:  Intel[R] Xeon(R) CPU E31275 @ 3 40GHz 8.

201505-30 14:46:43 00000039 Host Memory:  24320Mb

201505-30 14:46:43  0000041F Configuration durp::

201505-30 14:46:43  0000041F . $Ession;

201505-30 14:46:43  0000041F . . configuration_name = "#y_ES40"

2015:065-30 14:46:43  0000041F . . log_method = “append"”

2018065-30 14:46:43 00000418 154 Multib edia Timer conection iz enabled.

2018-05-30 14:46:43 00000420 ALCE: ACE i3 on. Running 2 translators,

201805.30 14:46:43 0000032C "My _ES40" stasted,

20180530 14.46:43 00000419 COMI: Conrected. Remote 127.000,1: 54930

201805-20 14:51:17 00000320 "BlphaSene ES40" stop request eceived

201805-30 14:51:17 00000348 IDED: 170 handle closed

2018-05-30 14:51:17 00000348 The previous messane has been repeated 2 mes.

2018-05-30 145117 00000240 Licenzing comparent recerved stop request,

201805-30 145117 0000032E Stopped.

201805-30 14.51:17 00000245  Logging stopped.

< >

Create Vi from Template Add Evisting VM Update Vi List Start I Stop | Remove Wid Edit Configuration Update Log Dizplay Log Shove Consale

The configuration file specifies all the settings of the CHARON VM. This will be discussed in the next chapter.

CHARON Virtual Machine startup mode

By default, the CHARON VM startup mode is set to "Manual" meaning a user has to start the CHARON VM manually using the CHARON Virtual
Machines Manager after a host reboot. If the CHARON VM has to start automatically, select the "Automatic" option.

I, Setting the mode to "Automatic" will only start the CHARON VM, it will not boot the operating system. This part will be discussed in the next chapter.

Select the CHARON VM startup behavior in the "Startup type" drop down list:

Services are set to manual start by default. Automatic start at boot can be enabled after
successfully testing the configuration. You can change this setting below.

Starlup lype: M =
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CHARON version to be used for CHARON VM

The CHARON installation procedure allows several versions of CHARON to be installed on the host at the same time (V4.8 and later only). This option
can be used for testing.

I, If a patch has been applied to a specific version, only the patched version will appear, not the vanilla one. If you need to rollback to a vanilla version,
please uninstall the patch according to the documentation provided with the patch.

Select the target CHARON version from the "Executable" drop-down list and press the "Apply" button:

3 By default, virtual machine is created with the latest CHARON executable image version
installed on the system. To change the version of the executable image for the VM:
L choose the desired executable image from the list box below, press the <Apply> button, restart the VM.

i Executable: |CHhFIEIN-A5<F, 4.9.1594M ll Apply |
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Service functions

Additional functionalities are available and described below:

Function Description
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Update Log and Number = The CHARON Virtual Machines Manager updates the displayed log every 5 minutes and displays up to 1024 lines by
of lines to display default. It can be changed in the "Settings" dialog of the program system menu.

Right click on top of the CHARON Virtual Machines Manager window and select "Settings":

Restore
Move
Size

- Minimize
Maxamize

x  Close Alt+F4

L About CHAROMN VM Management ...

settings
Exit

chines root folder.
e directory.

In the appearing dialog you can change the interval:

Settings Dialog

Log update interval

Mumber of minutes {1.. 1440): IE

~Mumber of lines to display
‘ Specify number from 256 to 32768 (set to 0 for unlimited): 1024

¥ Turn ON filker for CHARON Debug mesages

oK Cancel |

If it is required to see most up-to-date version of the log, press the "Update Log" button.

Display Log Available from the VM control tab, bottom right.

Creates a separate window containing the selected CHARON VM log
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Show Console Available from the VM control tab, bottom right, and if the VM is running.

Opens the selected CHARON VM console if it has been closed
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Running CHARON utilities

Select the "Host Information & Ultilities" tab to get a quick access to the CHARON utilities:

_» My ES40 - CHARON VM Manager

VM Control | VM Configuration Host Information & Utilities

The list of CHARDM emulstors:

CHARDN-&P, 4.9.19401:
AlphaSener G580, AlphaServer G5320, AlphaServer GS160. AlphaServer ES45, AlphaServes ES540, alphaServer D525, AlphaServer D520,
AlphaServer D515, AlphaServer DS10L, AlphaServer DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServer 400,
AlphaSenver 2100, AlphaServer 2000, AlphaServer 1200, AlphaServer 10004, AlphaServer 1000

The ligt of most recent installed components and tocls:

Sentinel HASP Run-Time enviionment versior: 780780221

HASP License Details application (hasp_view]v. 1.28

License Update tool (hasp_ius) v. 7.3

Network Conlicl Center application [netdiag] v. 1.52

CHARDOMN device check application [devcheck] v. 1.4

Virlual Disk tool (mkdskwin] v, 2,19

Sentirel Admin Contial Center HASP Licenze Details License Update Tool Metwork Cantrol Center Device Check Tool Wirlual Dizk Tool

These utilities are described below:

Button Description

Sentinel Admin Control Center = Used to view CHARON licenses and manage them.

HASP License Details Used to display the CHARON license content.

License Update Tool Used to manage the CHARON licenses, collect the host system fingerprint.

Network Control Center Used to configure the CHARON network.

Device Check tool Used to review the system resources that can be mapped to CHARON.

Virtual Disk Tool GUI-based utility used to create custom or standard CHARON virtual disk containers.
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CHARON-AXP for Windows configuration

Table of Contents

Creation of CHARON VM configuration
HP Alpha model specification
Configuration name
Log file parameters
® Rotating log (default)
® Single log
CPU affinity
Number of host CPUs dedicated to CHARON 1/O
Setting a specific HP Alpha model
Reducing number of emulated CPUs
Setting system serial number
TOY and ROM containers
Emulated memory (RAM) size
Console
® Mapping to system resources
® Exit on pressing F6 button
Improve granularity of emulated timer
ATAPI CD/DVD-ROM configuration
Networking
Disk/tape subsystem
® KZPBA PCI SCSI disk/tape controller
® KGPSA-CA PCI FC disk controller
® KGPSA-CA mapping to the host resources
® KGPSA-CA mapping to a storage controller using its "presentation" mode
® KGPSA-CA pass through mode
® FDDI support via DEFPA PCI FDDI controller in "pass through" mode
® Serial lines support via emulated PBXDA-xx family PCI controllers
®  Virtual PBXDA-xx
® PBXDA-xx support in "pass through" mode
® Auto boot

Creation of CHARON VM configuration

When a CHARON Virtual Machine (VM) is created from a template using the CHARON Virtual Machines Manager, it has to be updated to meet the
desired configuration.

This configuration is represented as a text file ("configuration file") containing some specific keywords to define the main settings such as amount of
memory, number of CPUs, peripheral devices as well as specifics of CHARON VM executions such as name of VM log file, number of host CPUs used for
emulation, etc.

To change the configuration file, open the CHARON Virtual Machines Manager from its shortcut on Desktop / Start menu or from the tray menu item,
select the target CHARON VM and press the "Edit Configuration" button:
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o My _ES40 - CHARON VM Manager

VM Control | VM Configuration | Host Information & Utilities |

CHAROM Virusl Machine Staluz Stopped
E-EL KIRILL (this host) Date: | Message|D: | Message test ”
B 20180530 14.46:42 0ODD03A7  session: loading service configuialion "My ES40"

2018.05.30 144642 00000348 session ... done loading service configu alion "My_ES40"

201805-30 14:46:42 0000034 session loading configuration file "C\Progiam Fles\CHARDNYirtual Machines\My_ES40%Nez40.cfg™.
2018:05-30 14:46:42 00000348 The previous message has been iepeated 2 limes,

2018-05-30 14:46:42 000003AR segsiore . done Inading conliqueation file “configuration_name.icfg”

2018-05-30 14:46:42 000003AR The previous message has been repeated 2 tmes.

2015065-30 14:46:42  000003F2 segsion default log file size limit iz 4134304 bytes

201505-30 14:46:42 00000328 Start request received.

201805-30 14:46:42 000003AC  session: process affinity iz 00D00000000000FF, system affinity is 00000000000000FF

2015065-30 14:46:42 00000301 session |40 domain affinity is 0000000000000003, CPU domain affinity is 00000000000000FC
201806-30 14:46:42 0000024D  Checking the avalable icense key ''1422726238",

2018065:30 14:46:42 00000Z4D  The previous message has been repeated 22 times.

2018:05.30 144642 00000408 CHARDM-&-P [AlphaServer ES40), YW 4.9 B 19401, May 10 2018 / 000, msc. test.center nikolsey £ 197
201805-30 14:46:43  0O0D03ZE The erd wser of this saftware has agreed to STROMASYS' Tesms and Conditions for Softwase License
2018:05-30 14:46:42 00000037 05 Environment: Miciosoft \Windows 10 Pro, B4-bit [Build 17134]

201805-30 14:46:43  000D0ODS8 Host CPU:  Intel[R] Xeon(R) CPU E31275 @ 3 40GHz «8.

201805-30 14:46:43 00000039 Host Memory:  24320Mb

201505-30 14:46:43  0000041F Configuration durp::

2012065-30 14:46:43  0000041F . $ession;

201505-30 14:46:43  0000041F . . configuration_name = "#y_ES40"

201505-30 14:46:43  000D041F .. log_method = “append"”

2018065-30 14:46:43 00000418 154 Multib edia Timer conection iz enabled.

2018-05-30 144643 0O000420 ALCE: ACE i3 on. Running 2 translators,

201805-30 14:46:43  0000032C "My _ES40" stasted,

201805-30 14:46:43 00000419 COM1: Conrected Remote 127.000,1:64930.

20180530 14:51:17 00000320 "BlphaServer ESA0" stop request ieceived

201805.30 14:51:17 00000348 IDED: 140 handis closed

2018-05-30 145117 00000348 The previous message has been repeated 2 imes.

2018-05-30 145117 00000240 Licenzing comparent recerved stop request,

201805-30 145117 0000032E Stopped.

201805-30 145117 00000248  Logging stopped.

< >

Create Vi from Template Add Existing VM Update VM List Start | | Remove Vid Edit Configur stion Update Log Displap Log | Show Consale

Notepad will be used to edit the configuration file:
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B es40.cfg - Maotep:

File Edit Format View Help

Copyright (C) 1999-2017 STROMASYS
A1l rights reserved.

The software contained on this media is proprietary to and embodies
the confidential technology of STRCHASYS. Possession, use, duplication,
or dissesmination of the software and media is authorized only pursuant
to a valid written license from STROMASYS.

Sample configuration file for AlphaServer ES40 machinss.

Wi Wk bk b W bk bk b s bk b b s R

=at session hw_model = RlphaServer E340

je=========== e S = 2

i
f Chooss a name for the instance, if needed, to differentiate it among other
f instances running on the same host.

a single LOG file. Selesct sither append or overwrite (for esach time the

H
H
f Use the following commands to disable the rotating LOG files and enable
i
f instance starts) and specify desired log path and file name.

H

set session log_method = append
fset session log _method = overwrite
fzet session log = AlphaServer ES40.log

L
HP Alpha model specification

The first configuration statement is the specification of the exact HP Alpha hardware model to emulate, for example:

set session hw_nodel = Al phaServer_ES40

You must leave this line untouched.

l_ If you create the CHARON VM configuration file from scratch, it must be the very first uncommented line in the configuration file.

Configuration name

The next configuration statement is the "Configuration name" option. If the virtual machine has been created using an existing template, the configuration
name is defined in the configuration_name.icfg file otherwise it is defined directly in the configuration file using the "set session configuration_name =

<...>" syntax:
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include configuration_nane.icfg

Notes:

®  The configuration name is reported in the log file and is used to set the log file name for rotating log (see explanations further).

®  Changing the configuration name in the "configuration_name.icfg" file does not change the name of the virtual machine at Virtual Machines
Manager level.

®  The "configuration_name.icfg" file can be found in the home directiory of the VM. Select the target VM, open "VM Configuration" tab and press
"Explore" button.

The configuration name can be any label that is meaningful.

Example:

set session configuration_name = My_ES40

It is possible to specify a configuration name containing spaces, in this case use quotation marks:

set session configuration_nane = "My ES40"

Log file parameters

The execution of a CHARON VM creates one log file or a set of log files reflecting the progress of its start-up and ongoing operations: start and end time
of execution, system information, license and configuration details, warnings, reports on problems that may occur, etc. In case of problems with either the
running CHARON VM or the emulated system configuration (such as the absence or malfunction of certain devices), the log file is the primary source to
be analyzed for troubleshooting.

o If it becomes necessary to contact Stromasys for support, the configuration and log files, plus the license number, will be requested to begin the
problem resolution.

Here is an example of a CHARON VM log file:

20180530: 153117: | NFO : 0: 00000249: et hane. cxx(9010) : Loggi ng started.
20180530: 153117: | NFO : 0: 000003A5: et hane. cxx( 131): session: loading built-in configuration
" Al phaServer _ES40". ..
20180530: 153117: I NFO : 0: 000003A6: et hane. cxx( 163): session: ... done loading built-in configuration
" Al phaServer _ES40"
20180530: 153117: I NFO : 0: 000003A7: et hane. cxx( 321): session: |oading service configuration "M/_ES40". ..
20180530: 153117: I NFO : 0: 000003A8: et hane. cxx( 356): session: ... done |oading service configuration "M_ES40"
20180530: 153117: | NFO : 0: 000003AA: et hane. cxx( 404): session: |oading configuration file "C \Program
Fi | es\ CHARON\ Vi rtual Machi nes\ My_ES40\ es40. cfg". ..
The previous nmessage has been repeated 2 tines.
20180530: 153117: I NFO : 0: 000003AB: et hane. cxx( 579): session: ... done |oading configuration file
"configuration_nane.icfg"
The previous nmessage has been repeated 2 tines.
20180530: 153117: I NFO : 0: 0000032B: et hane. cxx(2694): Start request received.
20180530: 153117: I NFO : 0: 000003AC: et hane. cxx( 805): session: process affinity is 00000000000000FF, system
affinity is 00000000000000FF
20180530: 153117: I NFO : 0: 000003DL1: et hane. cxx(1463): session: |1/O domain affinity is 0000000000000003, CPU donain
affinity is 00000000000000FC
20180530: 153117: | NFO : 0: 0000024D: | i censenman(1823): Checking the available |icense key "1422726238".
The previous nmessage has been repeated 22 tines.
20180530: 153118: | NFO : 0: 00000408: et hane. cxx(2867) : CHARON- AXP ( Al phaServer ES40), V 4.9 B 19402, May 10 2018 /
000. nsc. test. center.ni kol aev / 1918154109
20180530: 153118: I NFO : 0: 00000336: et hane. cxx(2908): The end user of this software has agreed to STROVASYS Terns
and Conditions for Software License and Limted Warranty, as described at: http://ww.stronasys. conl pub/ doc/ 30-
17-033. pdf
20180530: 153118: | NFO : 0: 00000097: et hane. cxx(2987): OS Environment: M crosoft Wndows 10 Pro, 64-bit (Build
17134).
20180530: 153118: | NFO : 0: 00000098: et hane. cxx(2992): Host CPU. Intel (R} Xeon(R) CPU E31275 @ 3.40GHz x8.
20180530: 153118: | NFO : 0: 00000099: et hane. cxx(2997): Host Menory: 24320M
20180530: 153118: | NFO : 0: 0000041F: et hane. cxx(3223): Configuration dunp::
sessi on:
configuration_nane = "M/ _ES40"
| og = "Al phaServer_ES40. | og"
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| og_net hod = "append"

log_l ocale = "English"
| og_show_nessages = "al | "
. log_repeat _filter = "on"
c_chip:
mm tinmer_correction_disable = "fal se"
RAM
size = "512"
ACE
numentries = "2139"
numtranslators = "0"
cache_size = "1024"
cache_base_si ze = "200"
host _options = " --locked-size=16"
enabl ed = "true"
ext_conpiler = "nl 64. exe"
ext_path = ""
cpu_architecture = "EV67"
. locked_size = "16"
axp_bus_0
mm tiner_correction_disable = "fal se"
cpu_O
| ocked_size = "16"
wtint_idle = "true"
axp_bus_1:
mm tinmer_correction_disable = "fal se"
cpu_1:
| ocked_si ze = "16"
wtint_idle = "true"
axp_bus_2
mm tinmer_correction_disable = "fal se"
cpu_2:
| ocked_si ze = "16"
wint_idle = "true"
axp_bus_3
mm timer_correction_disable = "fal se"
cpu_3:
| ocked_si ze = "16"

wtint_idle = "true"

ROM

dsrdb[0] = "1820"
dsrdb[1] = "50"
dsrdb[ 4] = "50"
dsrdb[11] = "1050"

dsrdb[12] = "1050"
. system nane = "Al phaServer ES40 6/ 667"
pci _0
mm tiner_correction_disable = "fal se"
pci _1:
mm tiner_correction_disable = "fal se"
| SA
cl ock_period = "10000"
mm tiner_correction_disable = "fal se"
comL
alias = "OPAD"
line = "OPAO"
comuni cation = "consol e"
application = "putty -load OPAO -P 10003"
. port = "10003"
cowe:
line = "(void)"
comuni cation = "ascii"
20180530: 153118: | NFO : 0: 00000418: busenul . cx( 188)
20180530: 153118: | NFO : 0: 00000420: di t _server (1038)
20180530: 153118: | NFO : 0: 0000032C: et hane. cxx(2730)
20180530: 153118: | NFO : 0: 00000419: uart _16550(2142)
20180530: 153126: | NFO : 0: 0000032D: et hane. cxx(2776)
20180530: 153126: | NFO : 0: 00000348: at auni t. cx(1738)
The previous nmessage has been repeated 2 tines.
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ACE: ACE is on, Running 2 translators
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20180530: 153126: | NFO : 0: 0000024D: 1 i censeman(1823): Li censi ng conmponent received stop request.
20180530: 153126: | NFO : 0: 0000032E: et hane. cxx(2794): Stopped.
20180530: 153126: | NFO : 0: 0000024A: et hane. cxx(9706) : Loggi ng st opped.

The next group of parameters defines the name of the CHARON VM log file and how the CHARON VM will use it:

set session | og_nethod = append
#set session log_nethod = overwite
#set session |og = "Al phaServer_ES40. | og"

Rotating log (default)

By default the CHARON VM utilizes a so-called "rotating log" method. This means that a new default log file is always created each time the CHARON VM
starts and if the size of the log file exceeds 64Kb (previous log files are kept).

This mode is turned on if all the log parameters above are disabled (commented out) or the "session_log" parameter is pointing to a directory rather than
to a file. If a directory is specified, the log files will be created in that directory.

The names of the rotating log files are composed as follows:

confi guration_nane- YYYY- MMt DD- hh- mm ss- XXXXXXXXX. | 0g

If the "Configuration name" parameter described before is omitted (commented out), the log name has the following format instead:

hw_nodel - YYYY- M DD- hh- mm sS- XXXXXXXXX. | 0g

Note that "xxxxxxxxx" is an increasing decimal number starting from "000000000" to separate log files with the same time of creation.
I, The "log" parameter, if specified, must correspond to an existing folder.

o If the path is not specified, the log file is created in the "Home directory" mentioned in the VM Configuration tab of the CHARON Virtual Machine
Manager.

Single log

Alternatively it is possible to use a single log file. Uncomment the "set session log" line and specify the desired log file name. Optionally, a path can be
added to the log file name.

o If the path is not specified, the log file is created in the "Home directory" mentioned in the VM Configuration tab of the CHARON Virtual Machine
Manager.

The log file can be extended specifying "log_method = append" (*recommended for reporting issues*) or overwritten, specifying "log_method = overwrite".

Below is a specification of a CHARON VM log file located in the "C: \ CHARON | ogs" directory which will be appended each time the CHARON VM starts:

set session | og_nethod = append
set session log = "C \ CHARON | ogs\ nmy_ES40. | og"

CPU affinity

This setting binds the running CHARON VM CPUs to particular host CPUs.This should be used for soft partitioning host CPU resources or for isolating
multiple CHARON VMs on the same host from each other. By default the emulator instance allocates as many host CPUs as possible.

“Affinity” overrides the default and allows explicit specification of which host CPUs will be used by the instance. Affinity does not reserve the CPU for
exclusive use.

set session affinity="0, 1, 2, 3"

The example above directs CHARON VM to use CPU 0,1,2 and 3.

If this parameter is omitted CHARON host will allocate available CPUs automatically.
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I, Note that the number of the specified host CPUs must correspond to the number of the emulated CPUs (one host CPU for one emulated CPU; this
value is specific for each HP Alpha model) and number of CPUs needed for CHARON application itself ("n_of_io_cpus").

Number of host CPUs dedicated to CHARON I/O

This setting reserves host CPUs (of those specified by “affinity” parameter, if any) for use by CHARON VM for 1/O handling. By default CHARON VM reser
ves one third of available host CPUs for I/O processing (round down, at least one).

The “n_of_io_cpus” overrides the default by specifying the number of 1/0 host CPUs explicitly

Example:

set session n_of _io_cpus=2

The example above directs CHARON VM to use 2 CPUs for CHARON [/O operations.

I, Note that the number of the specified CPUs dedicated to CHARON VM I/O operations must correspond to the total number of available for CHARON
CPUs (restricted by "affinity" parameter if needed) and the number of the virtual HP Alpha CPUs to be emulated.

Setting a specific HP Alpha model

CHARON-AXP allows to specify an exact model of HP Alpha.
For example for HP AlphaServer ES40 family the template configuration file contains the following options:

#:

#
# AlphaServer ES40 6/500
#

#

#set ace cpu_architecture = EV6
#set rom dsrdb[0] = 1816 system_name = "AlphaServer ES40 6/500"
#set rom version[1] = 1.98-4 version[2] = 1.92-5

#
# AlphaServer ES40 6/667
#

#.

#+

set ace cpu_architecture = EV67
set rom dsrdb[0] = 1820 system_name = "AlphaServer ES40 6/667"

Just uncomment the provided lines to apply a certain model (It is "AlphaServer ES40 6/667" in the example above).

The full description of the parameters and other models that can be also configured is available in the "Configuration details" chapter of this User's Guide.

Reducing number of emulated CPUs

If the CHARON host does not contain enough CPUs to emulate full range of the CPUs provided by a certain HP Alpha model, it is possible to direct the
CHARON VM to reduce the number of emulated Alpha CPUs:

set session n_of _cpus=1

This parameter can also be used to avoid warning messages in the log if the number of CPUs allowed by the license is less than the default number of
CPUs of the emulated HP Alpha model.
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Setting system serial number

If necessary, a specific system serial number instead of the default one:

set rom system serial _nunber = SN01234567

TOY and ROM containers

The TOY and ROM containers have to be configured. Their presence depends on the HP Alpha model. It is always recommended to enable them. If a
container file of the given name does not exist, starting the CHARON VM will create it.

TOY means "Time of Year". Its container records time, date and some console parameters while the CHARON VM is not running. It is highly
recommended to define and activate this container:

set toy container="clipper.dat"
The ROM container stores an intermediate state of the Flash ROM and some console parameters. It is highly recommended to define and activate this

container:

set rom contai ner="cl i pper. bin"
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Emulated memory (RAM) size

The next parameter defines the amount of host memory the CHARON VM reserves for the emulation:

#set ram si ze=4096
set ram si ze=32768

The amount of RAM is specified in MB. It cannot exceed or be lower than certain values specific for each HP Alpha model. It is very important to keep the
listed predefined increment between possible memory values.

The following table shows all the parameters:

Hardware Model RAM size (in MB)

Min Max Default | Increment

AlphaServer 400 64 1024 512 64
AlphaServer 800 256 8192 512 256
AlphaServer 1000 256 1024 512 256
AlphaServer 1000A | 256 1024 512 256
AlphaServer 1200 256 = 32768 512 256
AlphaServer 2000 64 2048 512 64
AlphaServer 2100 64 2048 512 64
AlphaServer 4000 64 32768 512 64
AlphaServer 4100 64 32768 512 64
AlphaServer DS10 64 32768 512 64
AlphaServer DS10L 64 = 32768 512 64
AlphaServer DS15 64 32768 512 64
AlphaServer DS20 64 = 32768 512 64
AlphaServer DS25 64 32768 512 64
AlphaServer ES40 64 32768 512 64
AlphaServer ES45 64 32768 512 64
AlphaServer GS80 256 = 65536 512 256
AlphaServer GS160 512 131072 512 512
AlphaServer GS320 1024 262144 1024 1024

It is possible to leave the RAM line commented out. In this case the model's default RAM amount is used.

Note that in some particular orders your license may restrict the maximum RAM amount of each HP Alpha model.
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Mapping to system resources

Console

The next step is the specification of the HP Alpha console (OPAO) serial line.

Example:

#set COML alias = OPAO line = "COML:"

#set COML alias = OPAO port = 10003

#set COML alias = OPAO port = 10003 application = "opa0. ht"

set COML alias = OPAO port = 10003 application = "putty -load OPAO -P 10003"
#set COML alias = OPAO port = 10003 application = "c:\kea\user\opa0. ktc"

The goal of this configuration step is to tell CHARON-AXP what host device to use as the virtual system console. The following options are available:

Option Description
line Mapping to host serial line, "COM<n>:".

port Mapping to an IP port of the CHARON host.
Using this mapping it is possible to connect to the CHARON console and disconnect from it at any time.

application = Starting some application (typically terminal emulator) with its specific options and switches to communicate to CHARON using the IP port
defined by the "port" parameter (see above)

alias Define some meaningful name for "COM1" and "COM2". Usually it is "OPAQ" for "COM1" and "TTAQ" for "COM2" (see below)

The second console line "TTAQ" can be also optionally configured (for 1 CPU models such as HP AlphaServer 400, HP AlphaServer 800, HP AlphaServer
1000, HP AlphaServer 1000A, HP AlphaServer DS10, HP AlphaServer DS10L and HP AlphaServer DS15):

#set COMR2 alias = TTAO line = "COMR:"
#set COMR alias = TTAO port = 10000
#set COMR alias = TTAO port = 10000 application = "tta0. ht"

set COW alias = TTAO port = 10000 application = "putty -load TTAO -P 10000"
#set COMR alias = TTAO port = 10000 application = "c:\kea\user\tta0. ktc"

Note that additional parameters for the CHARON VM serial lines configuration can be added. Follow this link for details.
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Exit on pressing F6 button

Despite the fact that the CHARON VM can stop with the "power of f " command entered at SRM console level, it is recommended to set a hot key to stop
the VM from the console (when the console is accessed remotely for example):

set OPAO stop_on = F6

This line allows the CHARON VM to be stopped by pressing the "F6" key.

Improve granularity of emulated timer

The next configuration option can be applied for improving granularity of emulated CHARON-AXP timer:

#set isa clock_period=1000

Do not uncomment this parameter unless there are some problems with the system time or the system clock intervals in the guest OS.

ATAPI CD/DVD-ROM configuration

If the sample configuration file provides this parameter it is possible to map this particular CHARON VM emulator's "DQAQ" CD-ROM to the host
CD/DVD-ROM with the following setting:

set ide container="\\.\CdRonD"

Networking

CHARON-AXP supports DE435, DE450, DE500AA, DE5S00BA, DE602 and DE602AA virtual network adapters.

All of them are configured in a similar way:

| oad DE500BA/ dec21x4x EWA i nt er f ace=EWAQ
| oad packet _port/chnetwk EWAO interface="connection: Charon"

| oad DE602/i8255x El A interface=El AO
| oad packet_port/chnetwk El AO interface="connection: Charon"

In the examples above the first line loads DE500BA/DE602 virtual adapter with a name "EWA"/"EIA" (note that "/i8255x" syntax must be used only with
DE602 and DE602AA adapters); the following line maps it to the host network interface having a name "Charon" ("connection” is a key word). Note that
the mapping is performed in 2 steps:

1. A mapping object "packet_port" with a name "EWAOQ"/"EIAQ" is loaded and connected to the host interface named "Charon", so the CHARON VM
will use this interface for its networking
2. The loaded DE500BA/DEG602 virtual adapter "EWA"/"EIA" is connected to the "packet_port" object "EWAOQ"/"EIAQ".
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It is possible to load several DE435, DE450, DES00AA, DE500BA or DE602 controllers. For example (for DESO0BA):

| oad DE500BA/ dec21x4x EWA i nterface=EWAQ
| oad packet _port/chnetwk EWAO interface="connection: Charonl"
| oad DE500BA/ dec21x4x EWB i nterface=EVB0O
| oad packet _port/chnetwk EWBO interface="connection: Charon2"

Some network adapters available in CHARON-AXP are preloaded (for example, HP AlphaServer DS15 contains 2 preloaded adapters EWA and EWB),
so their configuration in CHARON VM is even more simple:

| oad packet_port/chnetwk EWAO interface = "connection: Charon"

CHARON supports VLAN adapters. If used, proceed with their installation and configuration according to the network adapter vendor User's
Guide and then use the resulting VLAN interface the same way as the regular network interface.

The AlphaServer DS15 and DS25 contain two built-in PCI Ethernet adapters. Models and names (EI* or EW*) of them depend on configuration
addon. Choose one of the two or none, but not both. The first instantiates onboard network interfaces as EIA and EWA. While the second -
EWA and EWB (enabled by default for backward compatibility)

Example:

#i ncl ude ds25-onboard-nics.icfg
i ncl ude ds25-onboard-nics-ew.icfg

Follow this link for more details of CHARON-AXP network controllers configuration.

Disk/tape subsystem

The disk and tapes subsystems and the mapping to the system resources can be done using the samples given in the template configuration files.

CHARON-AXP supports KZPBA and KGPSA-CA adapters.

KZPBA PCI SCSI disk/tape controller

Below is the typical configuration options for the KZPBA PCI SCSI disk/tape controller:

| oad KZPBA PKA scsi_id =7
#set PKA container[0] = "<file-nane>. vdi sk"

#set PKA container[100] ="\\.\Physical Dri ve0Q"
#set PKA container[101] ="\\.\ Physi cal Dri ve(Devl D=XXX- XXXX- XXXX- XXXX- XXXX- XXXX- XXXX- XXXX) "
#set PKA container[102] ="\\.\Physical Drive(i Scsi Target = <i SCSI target>, LUN = <LUN nunber>)"

#set PKA container[200]="\\.\Scsi N X Y: 2"

#set PKA contai ner[300] ="\\.\ CdRonD"
#set PKA contai ner[300] ="\\.\ CdRonxkN>"

#set PKA container[400] = "<file-name>.iso"

#set PKA contai ner[500] ="\\.\ TapeO"
#set PKA contai ner[500] ="\\.\ Tape<N>"

#set PKA container[600] = "<fil e-nanme>. vtape"

#set PKA container[ 600] ="\\.\A"
#set PKA medi a_t ype[ 600] =" RX23"
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The first line ("load KZPBA PKA") loads a disk controller KZPBA with name "PKA", followed by 8 groups of lines showing different ways of mapping to the
host resources:

B File representing a physical disk of the HP Alpha system (disk image)
B "<file-name>.vdisk"
These files can be created from scratch with "MkDisk" utility. Data and OS disks backups are transferred from the original system via
tapes or network and restored into these container files.
Mapping may also include the full path, for example: "C:\My disks\my_boot_disk.vdisk". If the path is not specified, the disk images are
expected to be in the CHARON VM home directory.

Using compressed folders to store virtual disks and tapes is not supported

®  Physical disk
® "\ \PhysicalDrive<N>"
I, Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.

These disks must not be formatted by the host OS.

®  Physical disk by its WWID
B "\\\PhysicalDrive(DevID =XXXX-XXXX-XXXX-XXXX-XXXX-XXXX-XXXX-XXXX)"

1. Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.
These disks must not be formatted by the host OS.

DevID addresses the target physical disk by its WWID (hexadecimal 128-bit identifier assigned to the disk drive by its
manufacturer/originator).

Example:

set PKA container[100] ="\\.\ Physi cal Dri ve(Devl D= 6008- 05F3- 0005- 2950- BF8E- 0B86- AOC7- 0001) "

B {SCSI disks
B "\\\PhysicalDrive(iScsiTarget = <iSCSI target>, LUN = <LUN number>)"

Parameter Description
iScsiTarget = Addresses the disk by its iISCSI target name.

LUN Specifies the LUN on the connected iSCSI disk.

Example:

set PKA container[200] ="\\.\Physical Drive(i Scsi Target= iqgn.2008-04:iscsi.charon-target-testl, LUN= 1)"

B SCSl device unknown to Windows for direct mapping, for example, a SCSI disk or tape reader
B "\\Scsi<N>:<X>:<Y>:<Z>"
The values of N, X, Y and Z can be collected using special utility "Host Device Check" included in the CHARON distributive - or manually
by investigation of the devices connected to CHARON host in the "Device Manager" applet.

Parameter Description

N A logical number assigned by host operating system (Microsoft Windows) to logical or host’s physical storage resource
such as physical SCSI HBA

X An internal SCSI bus number (usually 0) on host’s physical SCSI HBA
Y A SCSI ID of physical SCSI target device attached to host's physical SCSI HBA
VA A logical unit number inside physical SCSI target device attached to host's physical SCSI HBA

® CD-ROM device
B "\\CdRom<N>"

® SO file for reading distribution CD-ROM image
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B "<file-name>.iso"
Mapping may also include the full path, for example: "C:\My disks\vms_distributive.iso". If the path is not specified, the CD-ROM images
are expected to be in the CHARON VM home directory.

® Host tape device
B "\\Tape<N>"

B File representing the tape (tape image)
B "<file-name>.vtape"
These files are created automatically.
Mapping may also include a full path, for example: "C:\My tapes\backup.vtape". If the path is not specified, the tape images are expected
to be in the CHARON VM home directory.

Using compressed folders to store virtual disks and tapes is not supported

" Floppy drive
BOMLAY

B Other type of drive, for example magneto-optical drive

BOMWA<N>

Additionally it is possible to specify a parameter "media_type" to assign the type of the attached media explicitly.

Example:

set PKA nedi a_t ype[ 600] =" RX23"

The numbers in the square brackets represent the SCSI addresses and LUNs associated with each container of the KZBPA controller. They have the
following structure:

[XXYY], where
Parameter Range Description
XX 0...15  Stands for SCSI ID of each connected unit.

o Note that the KZPBA itself has some ID associated with it. By default it is 7 but it can be changed in the following way:

| oad KZPBA PKA scsi_id = 0

In this example an instance "PKA" of KZPBA controller is assigned with SCSI ID 0.

YY 00...07 Stands for LUN.

It is possible to load several KZPBA controllers: DKB, DKC, etc. by configuring specific placement for them on the PCI bus. It is discussed in details in the
"Configuration details" chapter of this Guide.

Some HP Alpha systems emulated by CHARON-AXP have already one or two KZPBA controllers pre-loaded. If the system has only one preloaded
controller, the template configuration file usually provides some sample line on how to add another one. For example:

| oad KZPBA PKA bus=pci _1 devi ce=1 function=0 irqg_bus=isa irq=24

Follow this link for details on the KZPBA controllers configuration.

KGPSA-CA PCI FC disk controller

Optionally it is possible to configure KGPSA-CA FC disk controllers.
They can be configured in 3 modes:

® Direct mapping to the host resources
® Usage of "presentation mode" of connected or external storage controllers
® Pass Through mode
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Below is an example of a KGPSA-CA controller loading:

| oad KGPSA FGA

Optionally another KGPSA-CA adapter can be loaded in a similar way:

| oad KGPSA FGB

Follow this link for details on the KGPSA-CA controllers configuration.
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Below is the typical configuration options for a KGPSA-CA PCI FC disk controller, mapped to the host resources:

| oad KGPSA FGA

#set FGA container[0] = "<file-name>.vdi sk"

#set FGA container[100] ="\\.\ Physi cal Dri ve0"

#set FGA contai ner[200] ="\\.\Physi cal Dri ve(DevIl D=XXX- XXXX- XXXX- XXXX- XXXX- XXXX- XXXX- XXXX) "

#set FGA contai ner[300] ="\\.\Physical Drive(i Scsi Target = <i SCSI target>, LUN = <LUN nunber>)"

The first line ("load KGPSA FGA") loads a disk controller KGPSA named "FGA" followed by 2 groups of lines showing different ways of mapping to the
host resources:

®  File representing a physical disk of the HP Alpha system (disk image)
B "<file-name>.vdisk"
These files can be created from scratch with "MkDisk" utility. Data and OS disks backups are transferred from the original system via
tapes or network and restored into these container files.
Mapping may also include the full path, for example: "C:\My disks\my_boot_disk.vdisk". If the path is not specified, the disk images are
expected to be in the CHARON VM home directory.

Using compressed folders to store virtual disks and tapes is not supported

B Physical disk
B "\\\PhysicalDriveN"
I, Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.

These disks must not be formatted by the host OS.

®  Physical disk by its WWID
® "\.\PhysicalDrive(DevID =XXXX-XXXX-XXXX-XXXX-XXXX-XXXX-XXXX-XXXX)"

I, Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.
These disks must not be formatted by the host OS.

DevID addresses the target physical disk by its WWID (hexadecimal 128-bit identifier assigned to the disk drive by its
manufacturer/originator).

Example:

set PKA container[100] ="\\.\Physical Drive(Devl D= 6008- 05F3- 0005- 2950- BF8E- 0B86- AOC7- 0001) "

® i{SCSI disks
B "\\PhysicalDrive(iScsiTarget = <iSCSI target>, LUN = <LUN number>)"
iScsiTarget addresses the disk by its iISCSI target name. LUN specifies LUN on the connected iSCSI disk.

Example:

set PKA container[200] ="\\.\Physical Drive(i Scsi Target= iqn.2008-04:iscsi.charon-target-testl, LUN= 1)"

The numbers in the square brackets represent the KGPSA-CA units. They can be in the range of 0 to 32766 but no more than 255 units can be configured
on a single controller.
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Some storage controllers allows CHARON VM to use their resources using so called "presentation" mode.

In this type of mapping the CHARON VM automatically creates a set of virtual FC devices for each of the units provided by the storage controller and
connects to them through its KGPSA-CA FC adapter.

The main benefit in this type of mapping is a flexible way of the virtual disks management depending on the mapped storage controller configuration. For
example if an extra disk is added to the storage controller, it automatically appears as a new disk unit on the corresponding KGPSA-CA virtual adapter
mapped to that storage controller.

Below is an example of KGPSA-CA PCI FC disk controller mapped to some storage controller (for example SAN) using its "presentation" mode:

| oad KGPSA FGA storage_controller_path_id = 5008- 05F3- 0005- 2950- 5008- 05F3- 0005- 2951

This line loads an instance of KGPSA-CA controller and maps it to some external controller having ID "5008-05F3-0005-2950-5008-05F3-0005-2951".

Type of mapping Description

storage_controller_path_id = "Storage controller path ID" is a storage (for example SAN) controller path ID.

= <Storage controller path
D> This ID can be obtained from the special utility "Device check tool" (accessible in the "Host Information and Utilities"

section of the CHARON Virtual Machines Manager). Once specified, all the disks attached to the storage are automatically
mapped as disk units to the CHARON VM.
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It is also possible to use the emulated KGPSA-CA in "pass through" mode to address a physical EMULEX LightPulse PCI/PCI-X/PCle FC adapter
plugged into the host’'s PCI/PCI-X/PCle slot.

The sample configuration file provides a template for this type of mapping:

#set FGA host _bus_l ocation = "PCl bus X, device Y, function Z"
#set FGB host _bus_location = "PCl bus A, device B, function C'

The "host_bus_location" parameter addresses the host EMULEX LightPulse PCI/PCI-X/PCle FC adapter in the following way:

Parameters Description
"PCl bus X" = PCI bus number of the host EMULEX LightPulse PCI/PCI-X/PCle FC adapter
"device Y" PCI bus device number of the host EMULEX LightPulse PCI/PCI-X/PCle FC adapter

"function Z" = The "function" parameter of the the host EMULEX LightPulse PCI/PCI-X/PCle FC adapter

To establish "pass through" mode do the following:

1. Install the EMULEX LightPulse PCI/PCI-X/PCle FC adapter (see below for a list of supported models) to some spare PCI/PCI-X/PCle slot of the
host system

2. Boot a Windows operating system

3. Install the EMULEX LightPulse PCI/PCI-X/PCle FC adapter driver from the following directory "C:\Program
Files\CHARON\Drivers\EMULEX_X.X.0.XXXXX" by choosing the "Install from a list or specific location (Advanced)" option and then selecting the
"emulex_Ip_ppt_amd64.inf" file.

4. Reboot the host

Now it is possible to collect the parameters for CHARON VM mapping to the EMULEX LightPulse PCI/PCI-X/PCle FC adapter.
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Open the “Computer Management” application and select “Device Manager”:

Q File  Action  Yiew Window Help

= |G8mE| 2 m

Q Compuker Management (Local)
B- ﬁ Syskem Tools
I @ Event Viewer

! Shared Folders
43 Lacal Users and Groups

=~ @ Sturage

-3 Removable Storage
Ll Disk Defragmenter
Disk Managemenk
Eﬂ--% Services and Applications

E- 2 aMD4ied

+-[@] CHARON PCI Pass Through
_J Zompuker

qu Disk. drives

-j Display adapters

-k DVDICD-ROM drives

@ Floppy disk controllers

J;, Floppy disk drives

-4 IDE ATAJATAPI controllers
H__.a keyboards

"_j Mice and other poinking devices
-5 Monitors

ﬂ Metwork adapters

- Ports (COM & LPT)

-#88 Processors

@% SC5I and RAID controllers
---‘E' Sound, wideo and game controllers
¢ Svstemn devices

é Universal Serial Bus controllers
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On the right panel select the desired physical EMULEX LP FibreChannel adapter under "CHARON PCI Pass Through":

Q File  Action  Yiew Window Help

JSEIES

&= AW FES 20 al=ma

Q Compuker Management (Local)

Elﬁ Swskem Tools
@ Event Yiewer
% Shared Folders

43 Lacal Users and Groups

[—]@ Storage

-3 Removable Storage

_ i Disk Defragmenter
Disk Managemenk
Eﬂ--% Services and Applications

-2 AMD4x6+
= CHAROM P Pass Through
EMULE: LF3000 FibreChannel Adapter

Ernule:: LPE000 FibreChannel Adapter
-_J Zompuker

qu Disk. drives

-j Display adapters

- DVDJCD-ROM drives

@ Floppy disk controllers

J;, Floppy disk drives

-4 IDE ATAJATAPI controllers

H__.a keyboards

"_j Mice and other poinking devices
-5 Monitors

ﬂ Metwork adapters

- Ports (COM & LPT)

ﬂ Processors

@% SC5I and RAID controllers

---‘E' Sound, wideo and game controllers

% System devices

- Universal Serial Bus controllers
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Open the properties sheet by double-clicking on the selected adapter:

EMULEX LP8000 FibreChannel Adapter Properties |

General | Diriver I Detailsl Hesuurcesl

EMIUILEX LF2000 FibreChannel Addapter

Device type: CHAROM PCI Fazz Through
b anufacturer: EMULE
Location: M RARRSN Pl bus 3, device 1, function O]

— Device status

Thiz device iz working properly. ;I

[F wou are having problems with this device, click Troubleshoot to
ztart the troubleshooter.

[

Troubleshaat...

Device uzage:
Use this device [enable) j

] | Cancel |

The “Location:” on the above picture gives X, Y, and Z for the "host_bus_location" parameter. For example:

set FGA host_bus_location = "PCl bus 3, device 1, function 0"

I, Non-US-EN installations of Windows may present “Location:” string in local language, but "host_bus_location" parameter requires English notation, so
the words “PCI”, “bus”, “device”, and “function” must be specified in English.

The following is the list of EMULEX LightPulse PCI/PCI-X/PCle FC adapters supported by the CHARON-AXP PCI Pass Through driver and suitable for
the emulation of a KGPSA-CA PCI FC adapter in CHARON PCI Pass Through mode:

Supported Not Supported Not tested

LP8000 LPe1150 (FC2142SR, A8002A)  LPe11000
LP9000

LP9002

LP9802

LP10000

LP10000DC

LP10000-S

LPX1000

LP11002

LPe11002 (FC2242SR, A8003A)
LPe1105
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FDDI support via DEFPA PCI FDDI controller in "pass through"” mode

Optionally it is possible to configure a DEFPA PCI FDDI controller in "pass through" mode, mapped to a physical DEFPA FDDI adapter installed on the
host:

| oad defpa FDDI host_bus_location = "PCl bus X, device Y, function Z"
set FDDI bus=pci_1 device=1 function=0 irg=24 irqg_bus=isa

Pay attention to the proper placement of the emulated DEFPA adapter on the virtual HP Alpha PCI bus (it is controlled by "bus", "device", "function”, "irq"
and "irq_bus" parameters). Refer to this chapter of this Guide for more information.

The "host_bus_location" parameter addresses the host DEFPA FDDI adapter in the following way:
Parameters Description
"PCl bus X" | PCI bus number of the host DEFPA FDDI adapter
"device Y" PCI bus device number of the host DEFPA FDDI adapter

"function Z" = The "function" parameter of the the host DEFPA FDDI adapter

To establish the "pass through" mode do the following:

1. Install the DEFPA FDDI adapter to some spare PCI slot of the host system.
I, Note that PCle and PCI-X are not supported by the DEFPA FDDI adapter.
2. Boot a Windows operating system

3. Install the DEFPA FDDI adapter driver from the following directory: "C:\Program Files\CHARON\Drivers\DEFPA_X.X.X.XXXXX" by choosing the
"Install from a list or specific location (Advanced)" option and then selecting the "defpa_ppt_amd64.inf" file.
4. Reboot the host

Now it is possible to collect the parameters for CHARON VM mapping to the DEFPA FDDI host adapter.
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Open the “Computer Management” application and select “Device Manager”:

Q File  Action  Yiew Window Help

= |G8mE| 2 m

Q Compuker Management (Local)
B- ﬁ Syskem Tools
I @ Event Viewer

! Shared Folders
43 Lacal Users and Groups

=~ @ Sturage

-3 Removable Storage
Ll Disk Defragmenter
Disk Managemenk
Eﬂ--% Services and Applications

E- 2 aMD4ied

+-[@] CHARON PCI Pass Through
_J Zompuker

qu Disk. drives

-j Display adapters

-k DVDICD-ROM drives

@ Floppy disk controllers

J;, Floppy disk drives

-4 IDE ATAJATAPI controllers
H__.a keyboards

"_j Mice and other poinking devices
-5 Monitors

ﬂ Metwork adapters

- Ports (COM & LPT)

-#88 Processors

@% SC5I and RAID controllers
---‘E' Sound, wideo and game controllers
¢ Svstemn devices

é Universal Serial Bus controllers
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On the right panel select the installed DEFPA adapter:

I Computer Management |Z||E|[z|
Q File Action Wiew ‘Window Help — =] x|
€ -+ AW EFS 20 A ="E

Q Compuker Managerment (Local) = DEGTEY A4

= i, Swstem Tools - CHAROM PCI Pass Through
Event Yiewer CHARCMN DEFFA FDODI Adapter
Shared Folders j Compiker
E Local Users and Groups g Disk drives

Q Display adapkers

it DYDYCD-ROM drives

i=) Floppy disk contrallers

ﬁ Floppy disk drives

&g Human Interface Devices

i) IDE ATAJATAPT cantrallers

e Kevboards

") Mice and other pointing devices
& Monitars

B8 Metwork adapters

\> RIVIDLA Metvaork Bus Enumerator
o Ports (COM & LPT)

ﬂ Processars

@, sound, video and game controllers

System devices
Universal Serial Bus controllers

df Performance Logs and Alerk:
E Device Manager
= @ Storage

L Disk Defragmenter
i Disk Management
& Services and Applications

3 e O O e e O O Y O O [ B e O
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Open the properties sheet by double-clicking on the selected adapter:

CHAROM DEFPA FDDI Adapter Properties

General |Dri'-.fer Detailz | Resources

CHAROM DEFPA FDDI &dapter

Device twpe: CHAROM PCI Pazs Thraugh
bl anufacturer; STROMASYS 54 [previously Software Resou
Location: PCI Slot S|S0 W10t Bs (= 3. function 0]

Device status

Thiz device iz warking properly.

IF wou are having problems with this device, click Troubleshoot to
gtart the troubleshooter.

Troubleshoat... l

Device usage:

Idge thiz device [enable] L |

Ok ][ Cancel ]

The “Location:” on the above picture gives X, Y, and Z for the "host_bus_location" parameter. For example:

set FDDI host_bus_location = "PCl bus 1, device 9, function 0"

I, Non-US-EN installations of Windows may present “Location:” string in local language, but "host_bus_location" parameter requires English notation, so
the words “PCI”, “bus”, “device”, and “function” must be specified in English.
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Serial lines support via emulated PBXDA-xx family PCI controllers

Optionally it is possible to configure the following models of PBXDA-xx family controllers.

Virtual PBXDA-xx

Syntax for loading PBXDA-xx family serial lines adapters:

#l oad PBXDA/ DI G <nane>

#1 oad PBXDA BA/ DI G <nane>
#1 oad PBXDA BB/ DI G <nane>
#1 oad PBXDA _AC/ DI G <nane>

Example:

| oad PBXDA AC/DIGA TXA

The adapter instance name ("TXA" in the example above) is used then for parametrization, for example:

set TXA |line[2]="COML:"
set TXA port[3]=1706

The numbers in the square brackets represent line number on the virtual PBXDA adapter starting from 0.

Controller type Maximum number of lines

PBXDA 2
PBXDA_BA 4
PBXDA_BB 8
PBXDA_AC 16

It is possible to specify either physical port ("COM<n>") or an IP port for connecting the virtual PBXDA-xx to system resources. No other parameters are
applicable in this type of emulation.

PBXDA-xx support in "pass through" mode

In "pass through" mode PBXDA-xx family controllers are mapped to specific models of the physical DIGI serial lines adapters installed on the CHARON
VM host:

DEC PBXDA-xx adapter Name of the device to map to Controller Vendor ID Device ID

PBXDA-BA DIGI AccelePort 4r 920 ASIC PCI ' 114Fh 0026h
PBXDA-BB DIGI AccelePort 8r 920 ASIC PCI | 114Fh 0027h
PBXDA-AC DIGI AccelePort Xem ASIC PCI | 114Fh 0004h
PBXDA-AC DIGI AccelePort Xem ASIC PCI | 114Fh 0008h

Below is an example of mapping to a physical DIGI adapter installed on the host:
| oad di gi PBXDA host_bus_| ocation="PCl bus 3, device 1,function 0"
set PBXDA bus=pci_1 device=1 function=0 irg=24 irqg_bus=isa

Pay attention to the proper placement of the emulated PBXDA-xx adapter on the virtual HP Alpha PCI bus (it is controlled by "bus", "device", "function",
"irg" and "irq_bus" parameters). Refer to this chapter of this Guide for more information.

The "host_bus_location" parameter addresses the host DIGI adapter in the following way:

Parameters Description
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"bus X" PCI bus number of the host DIGI adapter

"device Y" PCI bus device number of the host DIGI adapter

"function Z" | The "function" parameter of the the host DIGI adapter

To establish the "pass through" mode do the following:
1. Install the DIGI adapter of the required type to some spare PCI/PCI-X/PCle slot of the host system.

2. Boot a Windows operating system
3. Install the DIGI adapter driver from the following directory: "C:\Program Files\CHARON\Drivers\DIGI_X.X.X.XXXXX" by choosing "Install from a

list or specific location (Advanced)" option and then selecting the "digi_ppt_amd64.inf" file.
4. Reboot the host
Now it is possible to collect the parameters for CHARON VM mapping to the DIGI host adapter.
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Open the “Computer Management” application and select “Device Manager”:

Q File  Action  Yiew Window Help

= |G8mE| 2 m

Q Compuker Management (Local)
B- ﬁ Syskem Tools
I @ Event Viewer

! Shared Folders
43 Lacal Users and Groups

=~ @ Sturage

-3 Removable Storage
Ll Disk Defragmenter
Disk Managemenk
Eﬂ--% Services and Applications

E- 2 aMD4ied

+-[@] CHARON PCI Pass Through
_J Zompuker

qu Disk. drives

-j Display adapters

-k DVDICD-ROM drives

@ Floppy disk controllers

J;, Floppy disk drives

-4 IDE ATAJATAPI controllers
H__.a keyboards

"_j Mice and other poinking devices
-5 Monitors

ﬂ Metwork adapters

- Ports (COM & LPT)

-#88 Processors

@% SC5I and RAID controllers
---‘E' Sound, wideo and game controllers
¢ Svstemn devices

é Universal Serial Bus controllers
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On the right panel select proper physical DIGI adapter:
File Action Wiew Help
e | HmE Hmle

(A Computer Management (Local) =143 DEGTEV

= [f} System Tools ER\B)| CHARON PCI Pass Through
# (5) Task Scheduler I5)| CHARON DIGI Adapter

# 2] Event viewer IG| CHARON DIGI Adapter
[# a2 Shared Folders 1 Computer
# &= Local Users and Groups (g Disk drives
[# P Rebabilicy and Performanc R Display adapters
: . DVD{CD-ROM drives
Floppy disk drives
j Floppy drive controllers
ﬁﬁ Human Inkerface Devices
g IDE ATAJATAPT contrallers
= Keyboards
,!3 Mice and other pointing devices
E Monitors
&% Kebwork adapters
Parts (COM & LPT)
Processors
%, Sound, video and game controders
<> Storage cortrollers
1 System devices
§ Universal Serial Bus controllers

R
e e s

.|
]

= &2 Storage
5% Disk Management
[ Services and Applications

BB E

=
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Open te properties sheet by double-clicking on the selected adapter:

CHARDON DIGI Adapter Properties ' ed

General IDl'n-'er I Det.ais] H&scu-:esl

CHAROM DIGI Adapter

Device tppe: CHAROM PCI Pass Thiough
b anufachurer STROMASYS SA [previously Software Resow

Location: PCl buz 1, device 7, funchion 0
[PcI bus 1, device 7, Function 0}

— Dewice status

This device is working properly. -]

| k. I Cancel

The “Location:” on the above picture gives X, Y, and Z for the "host_bus_location" parameter. For example:

set PBXDA host_bus_location = "PCl bus 1, device 7, function 0"

I, Non-US-EN installations of Windows may present “Location:” string in local language, but "host_bus_location" parameter requires English notation, so
the words “PCI”, “bus”, “device”, and “function” must be specified in English.

Auto boot

The CHARON VM can be configured to automatically boot an operating system at start up by specifying the default boot device and setting the 'aut o_ac
ti on' parameter to 'r est art ' from the console.

Example: dka0 is defined as the default boot device

>>>set bootdef _dev dkaO
>>>set auto_action restart
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Migration to CHARON-AXP for Windows

Table of Contents

Introduction

Creating CHARON Virtual Machine

Collecting information about the source HP Alpha system
Creation of the CHARON-AXP configuration file

Making disk images

Installation of HP Alpha operating system

Making remote backups

Restore backups to CHARON-AXP disks

Alternative ways of data transfer

Introduction

This section describes how to migrate your HP Alpha system to CHARON-AXP. We will use a sample HP AlphaServer ES40 system running OpenVMS to
demonstrate the migration procedure. The process is similar for all CHARON-AXP models.

Creating CHARON Virtual Machine

As a first step it is required to create a CHARON Virtual Machine (VM) using the CHARON Virtual Machines Manager in the following way:

Press the "Create VM from Template" button:

d

£ CHARON VM Management fo] @ =
WM Control | ¥M Configuration | Host Information & Utilities |

CHAROM Vatual Machines

<L KIRILL [this host) Welcome to the Stromasys CHARON Virtual Machine Manager!

To continue, select a virtual machine [VM] from the list, create a new virtual
machine, or add an existing virtual machine.

To create a new virtual machine, use the {Create ¥M from Template> button to
choose one of the YM templates provided.

To add an existing virtual machine to the CHABRON ¥irtual Machine Manager, use
the <Add Existing YM> button to provide the configuration file of an existing VM.

Create Wi from Template Add Existing WM Update Wi List

Specify the HP Alpha model to be emulated and the name of the VM then press the "Create" button:
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Create Virtual Machine from a Template

i~ List of installed products -

Select hardware model:

[AlphaSeiver ES40

Template Catalogue:

i~ Configuration —
Hewe Vihual Maching Mame;

[C-\Program Files\CHARDN Wirtual Machine T emglates'

Change Ewplore...

{My_ES 40l

Home direckory:

FI::"I.F'regan Files\CHARON Wetual Machines\My_ES404

Create

Change Explore...

The VM will be created:

o My _ES40 - CHAROM VM Manager

¥M Control I'iP‘M Configuration | Host Information & Utilities |

CHARDOMN Virtual M achine

- KIRILL this host)
L[, My_ES40

Select the VM from the left pane and switch to the "VM Configuration" tab.

Statuz: Stopped
Date: | Message ID: | Message text
280530 14:38:41  DOO0OD249 Loggng started.
20150530 14:38:41 00000345 session: loading builk-in configuration “AlphaServer_ES40°
20180530 14:38:41 00000346 sezzion; . done loading builk-in configuration " AlphaServer ES40"
2012.05-30 14:38:41 00000345  session: loading corliguration fle "'C:\Program Fles\CHARON \Wirtual Machines\My_ES40%es40.cig'..
2018-05-30 14:38:41 00000384 The previous message has been repeated 2 times.
2015-05-30 14:38:41 0000034 session: .. done boading configuration file "configuration_name icfg™
20180530 14:368:41 0000034 The previous message has been repeated 2 times.
20120530 14:38:41  000003F2  session: default log fle size limit i 4194304 bytes
2M805:30 14:38:41 00000244  Loggng stopped.

In order to reproduce the target HP Alpha configuration, press the "Edit Configuration file" button:
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4 My_ES40 - CHARON VM Manager

VM Conhiol VM Configuration | Host Information & Utilities |

The Home directory contains the virtual machine configuration file and is the default location for the following components of this
virtual machine:

- ¥irtual machine log file[s];

- Virtual machine ROM, V¥Disk(s] and other data.

Haome directorny: |E:"-F'Tcgram Files\CHARON\Vinual Machines\My_ES408

Create Vilual Disk]

Press the <Edit Configuration File> button to edit the configuration file using the Notepad editor.
Modify the configuration to accurately reflect the features of the system to be emulated.
Press the <Apply> button to confirm the virtual machine configuration file changes.

Condiguration fe: [Eﬁmdﬂ Edit Conffiguration File I

Services are setto manual start by default. Automatic start at boot can be enabled after
successfully testing the configuration. You can change this setting below.

Startup type: |Manual :]

By default, virtual machine is created with the latest CHARON executable image version
installed on the system. To change the version of the executable image for the VM:
choose the desired executable image from the list box below, press the <Apply> button, restart the VM.

Execulable: [CHARON-£XP. 4.9.13401 ~| Apply

o Alternatively it is possible to select the target CHARON VM and press the "Edit Configuration" button.

© Stromasys, 2019 85/390



Document number: 60-16-035-002

Collecting information about the source HP Alpha system

The next step is to determine the exact configuration of the HP Alpha hardware in order to create the CHARON VM configuration file.

Turn on the source HP Alpha system. At the ">>>" prompt, issue the "show devi ce" command:

>>>show devi ce

sys0.0.0.0.0 SYSO System ROOT Device

ewa0. 0.0.1.1 EWAO F8-D1-11-00-67-E6

pka0.0.0.2.1 PKAO Q Logic/ISP PCl SCSI HBA

pga0l. 0.0.3.1 PGAO WAN 1000- 0000- 0248- C550

pga0. 0. 0. 15. 0 PQAO ALi 1553C Integrated I DE Controller
pgb0. 0. 1. 15.0 PQBO ALi 1553C Integrated |IDE Controller
dga0. 0. 0. 15. 0 DQAO TSSTcor pCDDVDW SH- 222BB

dka0. 0.0.2.1 DKAO DEC RzZ28 (C)DEC

dkal00. 1. 0. 2.1 DKA100 DEC Rz22 (C)DEC

dka200. 2. 0. 2. 1 DKA200 DEC Rz23 (C)DEC

mka600. 6. 0. 2. 1 MKA60O Virtual SCSI Tape

>>>
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To get more detailed information, boot OpenVMS and issue the "show device /full" command:

$ show device /full
Disk PFCAXP$DKAQ:, device type RZ28, is online, mounted, file-oriented device,
shareable, available to cluster, error logging is enabled.

Disk PFCAXP$DKA100:, device type RZ22, is online, file-oriented device,
shareable, available to cluster, error logging is enabled.

Disk PFCAXP$DKA200:, device type RZ23, is online, file-oriented device,
shareable, available to cluster, error logging is enabled.

Disk PFCAXP$DQAQ:, device type TSSTcorpCDDVDW SH-222BB, is online,
file-oriented
device, shareable, available to cluster, error logging is enabled.

Disk $1$DGAOQ: (PFCAXP), device type RZ24, is online, file-oriented device,
shareable, available to cluster, error logging is enabled.

Magtape PFCAXP$MKAB00:, device type Virtual SCSI Tape, is online, file-oriented
device, available to cluster, error logging is enabled, device supports
fastskip (per_io).

Terminal OPAQ:, device type VT102, is online, record-oriented device, carriage
control.

Device EWAQO:, device type DE500, is online, network device, device is a template
only.

Device FGAQ:, device type KGPSA Fibre Channel, is online, shareable, error
logging is enabled.

Device PGAO:, device type SCSI FCP, is online, error logging is enabled.

Device PKAQ:, device type Qlogic ISP1020 SCSI port, is online, error logging is
enabled.

Device $1$GGA32767:, device type Generic SCSI device, is online, shareable.
$

If Tru64 UNIX V5 is running on the host system, it is recommended to use the following commands to get information on the host configuration:

Command Description
#/ sbi n/ hwrgr vi ew devi ces Get detailed information about the host hardware configuration
#/ sbi n/ hwrgr show scsi Get specific information about the host SCSI controllers and attached disks

#/ sbi n/ hwgr vi ew hi erarchy = Get information about the host controllers

Please refer to the Tru64 UNIX User's Guide for more details.
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The source HP Alpha peripheral configuration in this example is:

Controller

KZPBA

KGPSA-CA

OPAO

Devices on controller Description

-DKAO (RZ28)

SCSiI disk/tape controller

-DKA100 (RZ22)
-DKA200 (RZ23)

-MKAG600 (tape)

-DGAO (RZ24)

TSSTcorpCDDVDW SH-222BB = -DQAOQ

EWAO

FC disk controller
System console
IDE CD-ROM controller

Network interface, MAC address: "F8-D1-11-00-67-E6"

Now collect some general information about the HP AlphaServer ES40 system:

>>>show cpu /full

System PFCAXP, Al phaServer ES40 6/ 66

SMP execl et
Config tree
Primary CPU

HWRPB CPUs = 4

3 : Enabled : Streanmlin
None
0

Page Size = 8192

Revi si on Cod
Serial Nunbe

e
r

= SN01234567

Default CPU Capabilities:
System QUORUM RUN

Default Process Capabilities:
System QUORUM RUN

>>>

>>>show nem

7
ed.

System Menory Resources on 5- FEB-2018 09: 29: 16. 42

Physi cal Menory Usage (pages): Total
Main Menory (512.00MB) 65536 56496 8610 430

>>>

Free In Use Modified

So the collected information about the HP AlphaServer ES40 system is:

Component
System Type

Serial Number

Number of CPUs

System memory

© Stromasys, 2019

Value

AlphaServer ES40 6/667
SN01234567

4

512 Mb
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In some particular situations it is also important to know the exact placement of all the peripheral devices on the HP Alpha PCI bus. To do so,

issue the "show config" command at the SRM prompt (>>>) on the HP Alpha console. For example:

>>>show confi g

PCI Bus

Bus 00 Slot 03: DECchip 21142 Network Controller
ewa0l. 0. 0. 3.0 00-00- F8- 03- 9A- 6D

Bus 00 Slot 07: Cypress PCl Peripheral
Bus 00 Slot 07: Function 1:

Bus 00 Slot 07: Function 2: PCl

Bus 00 Slot 07: PClI USB

Bus 00 Slot 08: DECchip 21052 PCI

Bus 01 Slot 08: |SP1040 Scsi
pka0. 7. 0.1008.0 SCSI Bus ID 7

dka0. 0. 0.1008. 0 RZ2DD- KS
dka400. 4. 0. 1008. 0 RRD45

>>>

The "show config" command collects the following information of placement of peripheral devices on the PCI bus:

® Bus number
®  Slot number
®  Function number

To find out the exact types of controllers and other useful information refer to the source HP Alpha system documentation.
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Creation of the CHARON-AXP configuration file

Using the above information, the following parameters and values can be set in the configuration file:

#

# HP Al phaServer nodel: Al phaServer ES40 6/ 667
#

set session hw_nodel = Al phaServer_ES40

set ace cpu_architecture = EV67
set romdsrdb[0] = 1820 system nanme = "Al phaServer ES40 6/667"

#
# Override default System Serial Nunber, set it to "SN01234567"
#

set rom system serial _nunber = SN01234567

#
# Specify RAM size: 512 M
#

set ram size=512

#
# Map OPAO console to "Putty" terminal enulator (included in CHARON- AXP kit)
#

set COML alias = OPAO port = 10003 application = "putty -load OPAO -P 10003"

#
# Djonnect the enmulator's DQAO to the host's ATAPI CD/ DVD- ROM dri ve.
#

set ide container="\\.\CdRonmD"

#
# Load optional DES00BA PCI Ethernet Adapter (EWAO) and nap it to the "Charon" host network interface
#

| oad DE500BA/ dec21x4x EWA i nterface=EWA0
| oad packet _port/chnetw k EWAO interface="connection: Charon"

#
# Load DEC KZPBA SCSI controller and map it to 3 disk containers and 1 tape container
#

7

| oad KZPBA PKA scsi _id

set PKA container[0] = "C\M disks\bootabl e. vdi sk"
set PKA contai ner[100] "C\'My di sks\ RZ22. vdi sk"
set PKA cont ai ner[200] "C\'My di sks\ RZ23. vdi sk"

set PKA container[600] = "C:\M tapes\ny_tape.vtape"

#

# Load DEC- KGPSA- CA PCl FC adapter and map it to a di sk container
#

| oad KGPSA FGA

set FGA container[0] = "C\M disks\Rz24. vdi sk"
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Making disk images

In our example, the mapping of the KZPBA SCSI controller include disk and tape images. The tape images have not to be manually created whereas the
disk images have to be created as described below.

Our example creates disk images of the original physical type. In reality, this step is the best opportunity in the migration to provision larger disks to get
extra storage space.

Create special directories for storing the disk and tape images. The created directories are referenced in the sample configuration file above.

...>cd C\
C\> nkdir "M disks"
C\> nkdir "My tapes"

This operation can also be done using Windows Explorer.
o Alternatively it is possible to put the tape and disk images in the CHARON VM Home Directory.

Start the "MkDisk" utility by pressing the "Virtual Disk Tool" button in the "Host Information & Ultilities" tab of the CHARON Virtual Machines Manager:

4 My_ES40 - CHARON VM Manager

VM Control | VM Configuration Host Information & Ulilities

The list of CHAROM emulstors:

CHARDN-&+P, 4.9.19401:
AlphaServer GSB0, AlphaServer G5320, AlghaServer GS1E0, AlphaServer ES45, AlphaServer ES40, alphaServer D525, AlphaServer D520,
AlphaServer DS15, AlphaServer DS10L, AlphaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaServer 2100, AlphaServer 2000, AlphaServes 1200, AlphaServer 10005, AlphaServer 1000

The list of most recent installed components and tools:

Sentinegl HASP RuneTime enviranment versior:, 7.80.78022.1

HASP License Details application (hasp_view]v. 1,28

License Update tool (hasp_ius] v. 7.3

Metwork Contrel Center application [netdiag] v. 1.52

CHARDN dewice check application [devcheck] v. 1.4

Wirtuad Digk tool [mkdskwin] v, 219

Sentinel Admin Control Center HASP Licenze Detailz License Update Tool Metwork Control Center Device Check Tool Wirleal Digk Tool
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The following dialog will appear:

I MEDISK

File Help

Stromasys

’ engineered solutions

Dizk Imane generaton for Windowes

|ﬂa|l contrallers ;J

|Select Disk Type

— Disk Froperties

Se [ | Mumberofblocks [
Sectors | Block size: |

L.

v

Create DNsk Image I Curstiorn Disk | Create Hetadata...l

WWW.STROMASYS.COM

Select "Alpha AXP" in the "Select System" drop-down menu, "SCSI" in the "All Controllers" drop-down menu and "RZ24" (for example) in the "Select Disk
Type" drop-down menu.
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Press then the "Create Disk Image" button:

I MEDISK

File Help

stromasys

Dizk Imane generaton for Windowes

].ﬁ.rpha AxpP Ll
[scsi =l
|Rz24
— Disk Froperties

Siee: [ 2001 [Mb  MNumber of blocks 403732

Sectors: I = Block size: I 512

Create Disk Image I Custorn Disk | Create Metadata... |

WWW.STROMASYS.COM
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The utility will ask you to specify the output file name. Select the "C:\My disks" directory that has been created earlier, or create it directly in the dialog, and
press the "Save" button:

%}p[ b » Computer » Krill (C) » My Disks = [#2 ][ search py Disks o]

Organize v  Mew folder R N
* Mame Date modified Type Sim

- Libraries
E] Documnents
o Music
[E=] Pictures -
[ Subwersion |
B videos

Mo tems match your search.

18 Computer
& Kl (C)
59 nikolaey (\imsen

File narme: | el B Y

Save 85 type: | Disk images (*.vdisk) -

& Hide Folders

The "MkDisk" utility will create the requested disk image:

I

Cancel

Repeat this sequence for the disks "RZ28.vdisk", "RZ22.vdisk" and "RZ23.vdisk". Place them in the same folder.
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Installation of HP Alpha operating system

The next step is to transfer the data from the source HP Alpha system to CHARON-AXP. The easiest way to do this is via backup over the network but for
this operation a bootable network-enabled operating system on a CHARON-AXP disk image or physical disk is needed.

The example configures the CHARON-AXP AlphaServer ES40 system for installation of HP OpenVMS from a distribution CD-ROM (usually it is
"\.\CdRomQ" if the host has only one CD-ROM drive):

#

# DEC- KZPBA SCSI controller is mapped to 5 disk containers; one of them (DKA300) - for migration purposes;
# anot her one (DKA400) - for installation of fresh HP OpenVMS system fromdistributive

#

| oad KZPBA PKA scsi_id =7

set PKA container[0] = "C\M disks\bootabl e. vdi sk"

set PKA container[100] = "C \M disks\ Rz22. vdi sk"

set PKA cont ai ner [ 200] "C:\M di sks\ Rz23. vdi sk"

set PKA cont ai ner[ 300] "C:\My di sks\'m gration. vdi sk"

set PKA cont ai ner[400] "C:\ My di sks\fresh_openvns. vdi sk"

#
# CD-ROM for HP OpenVMs installation (DQAQ)
#

set ide container="\\.\CdRonD"

I, DKA300 will be the disk where all the source disks will be copied so its size needs to be large enough to store all the disk backup images.

Create an empty disk image for installation of HP OpenVMS and another one for storing the backups from the source HP Alpha system as it is shown in
the section above.

Run the CHARON VM and boot from the CDROM named "dga0" ("migration.cfg" is the configuration file we use in this example):

CHARON- AXP/ ES40 for W ndows x64 (Al phaServer ES40 6/667), Version 4.9.19402
(©) 2009-2018 STROVASYS SA.
Al rights reserved.

PO0>>>boot dqga0

Install HP Alpha/VMS including DECnet on "dka400". The DECnet address must belong to the same area as the source HP Alpha system.

Login to the newly installed OpenVMS system and initialize the disk that will be used to store the backups. Let's assume its prompt is "newns$ "

newns$ | NI T DKA300: SCRATCH
newns$ MOUNT/ SYSTEM NOASSI ST DKA300: SCRATCH

Making remote backups

Now we are ready to create the disk backups of the source HP Alpha system on the CHARON VM.
Boot the CHARON VM and make sure that the source HP Alpha system is available via DECnet.

Login to the source HP Alpha system. Stop all the batch queues, kick off the users, stop all the applications and close the databases if there are. The
commands listed in SYSSMANAGER:SYSHUTDWN.COM may be helpful. The goal is to close as many files as possible. The system disk will have
several files opened (pagefile, swapfile, etc.) and this is a normal situation.

o The use of the "SHOW DEVICE /FILES" command would be of help to list opened files on a disk.
In this example, the CHARON VM system is node 1.400.

Issue the following commands from the source HP Alpha. Let's assume its prompt is "sour ce$ ":
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sour ce$ BACKUP/ | MAGE/ | GNORE=I NTERLOCK DKAO: 1.400"user nanme password”: : DKA300: [ 000000] DKAO. BCK/ SAVE
sour ce$ BACKUP/ | MAGE/ | GNORE=I NTERLOCK DKA100: 1.400"user name password":: DKA300: [ 000000] DKA100. BCK/ SAVE
sour ce$ BACKUP/ | MAGE/ | GNORE=I NTERLOCK DKA200: 1.400"user name passwor d":: DKA300: [ 000000] DKA200. BCK/ SAVE

When the backup operation will be completed, the disk "DKA300" of the CHARON VM will contain 3 savesets: "DKA0.BCK", "DKA100.BCK" and
"DKA200.BCK".

Restore backups to CHARON-AXP disks

The savesets have now to be restored on their corresponding virtual disks. Login to the CHARON VM guest OS and issue this sequence of commands:

newns$ MOUNT/ FORElI GN DKAO:

newns$ BACKUP/ | MAGE DKA300: [ 000000] DKAO. BCK/ SAVE DKAO:
newns$ DI SMOUNT DKAO:

newns$ MOUNT/ FORElI GN DKA100:

newns$ BACKUP/ | MAGE DKA300: [ 000000] DKA100. BCK/ SAVE DKA100:
newns$ DI SMOUNT DKA100:

newns$ MOUNT/ FOREI GN DKA200:

newns$ BACKUP/ | MAGE DKA300: [ 000000] DKA200. BCK/ SAVE DKA200:
newns$ DI SMOUNT DKA200:

If you are going to have the CHARON VM and the original physical HP Alpha on the network at the same time, you must change the network identity of
one system, usually the CHARON VM.

The easiest way is to boot the CHARON VM on the restored system disk with the network disabled and to configure new addresses then enable the
network and reboot.

o The NIC can be disabled with a i nt er f ace="(di sabl ed)" statement in the CHARON VM configuration file.

Alternative ways of data transfer

Some alternative methods of data transfer are also possible. For example:

® Connect a SCSI tape drive to the CHARON-AXP host via a PCI card
® Map the tape drive in the CHARON VM configuration file
a. Restore the source HP Alpha system backups from tape to disk images via OpenVMS running on the CHARON VM.
b. Boot from standalone backups and restore the content to the CHARON VM virtual disks
® Dump the source HP Alpha system backups to tape images using the "mtd" utility and:
a. Boot from the freshly installed OpenVMS system and restore the tape images to the CHARON VM virtual disks
b. Boot from the standalone backup and restore the content to the CHARON VM virtual disks
® Create a network cluster between the source HP Alpha system and the CHARON VM (it is possible to use the source system as a boot server);
then perform simple backups from one disk to another:

$ BACKUP/ | MAGE/ | GNORE=I NTERLOCK REAL$DKAO: DKAO:
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CHARON-AXP for Windows licensing
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General description

The CHARON-AXP product is protected by licenses issued on a customer basis by STROMASYS Inc. The CHARON-AXP license defines all the
specifics of a particular CHARON-AXP distribution and its usage.

The license is implemented in the form of a hardware dongle (a Sentinel HASP key) or a software license bound to the hardware. Please be careful with
your license key, in case of loss or damage, the CHARON Virtual Machines (VM) will not run or start until the license key is replaced. For redundancy,
STROMASYS recommends to use a backup license key (purchased separately) that can replace the main license key for a restricted period of time. It
is possible to specify the backup license in the CHARON VM configuration file to prevent CHARON VM from stopping in case the main license dongle is
no longer available.

The CHARON-AXP license being checked upon the start of CHARON VM and at a specified interval (defined by the license) during the emulated system
execution (default is 1 hour). If CHARON VM detects the absence (or malfunction) of the license key or software license, CHARON VM will try to use a
backup license (if specified in the configuration file). If the license is not available or not specified, CHARON VM displays a warning message in the log file
requesting the license key reconnection or software license reactivation. If the license is not reconnected or reactivated within a given period of time (the
check interval), CHARON VM exits.

o The CHARON-AXP main license is time restricted or unlimited, the backup license is limited by the number of executions (1 execution = 1 interval
check)

Note that if the time-restricted license is used and it expires, the CHARON VM tries to find its replacement automatically and, if found, proceeds using the
replacement license.

The CHARON-AXP software license is not distributed for Proof-of-Concept and evaluation installations. Only hardware dongles are used in
these cases.

It is important to keep the HASP license keys connected to a computer powered on even if the CHARON VM is not running because the keys
contain a built-in battery that needs to be charged. If the battery is completely discharged, the license key can be irreparably damaged.

Update of the CHARON-AXP license can be performed on the fly without stopping the CHARON VM. The expiration date and execution counter can be
updated, however the CHARON VM virtual hardware configuration should remain unchanged. At the next license check, the CHARON VM will use the
updated license.

The following sections list all the main parameters of the CHARON-AXP licensing mechanism.
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Parameters defined by CHARON-AXP license

The following table represents all the parameters defined by the CHARON-AXP license:

the key was issued
originally

Maximum memory emulated. If not present the value defaults to the
maximum memory possible for the particular virtual system. Note that the

General Products relevant Optional
® Physical key ID ® Commercial product name ® Parameter that reduces the
® |icense Number ® Commercial product code maximum speed of CHARON-AXP
® End user name ® Commercial product version and range of build numbers suitable for (might be required for
® Master key ID running synchronization with legacy
® License release date ® Range of CHARON-AXP virtual models available for running hardware systems)
and time ® Type of host CPU required ® Parameter that enables the product
® Update Number ® Host operating system required to support additional serial lines
® Purchasing Company ® Number of virtual CPUs enabled for virtual SMP systems through an option board from a
name. In most cases ®  Minimum number of host CPU cores required company such as DIGI
the company to which ®  Minimum host memory required ® Parameter that prohibits use of
L] Advanced CPU Emulation. If not

present the Advanced CPU
Emulation is enabled

maximum memory may not be available to the virtual system if the host

computer has insufficient physical memory.

Maximum number of CHARON VMs that can be run concurrently

Whether or not CHAPI (CHARON API) can be used with this product

Product and Field Test expiration dates (if any)

Product and Field Test executions counter (if any)

Maximum number of hosts that may run CHARON VMs concurrently (in

the case of a networking license)

® | evel of support (if any), end date of any support contract, the "First Line
Service Provider

® Frequency of CHARON VM license checking during CHARON VM
running

CHARON-AXP technical licensing models

CHARON-AXP licensing models are divided into 3 groups:

Regular Sentinel HASP keys
This is the most common way of CHARON-AXP licensing.
The CHARON-AXP license is embedded in a Sentinel HASP dongle. This license is available only on the host where the dongle is physically installed.

The CHARON-AXP installation procedure takes care of the Sentinel HASP run-time (driver) installation. Once the CHARON-AXP product has been
installed, it is possible to plug in the regular license key and proceed with using CHARON-AXP without additional configuration steps.

The number of CHARON VMs allowed to run on a particular host may be restricted by the license content (see above).
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Network Sentinel HASP keys

The Network Sentinel HASP key (red dongle) can be shared between several hosts running CHARON virtual machines (including the host on which the
network license is installed).

If CHARON-AXP is installed on the host where the network key is connected, no additional steps are required. The Sentinel driver is activated as part of
the CHARON-AXP installation. If the host does not have CHARON-AXP installed, the host can still distribute the connected network license(s) to the
CHARON virtual machines running on other hosts. In this case the Sentinel driver must be installed on the host manually.

The Sentinel run-time driver is distributed as a part of the CHARON-AXP kit. Please see the "License installation" section of this chapter for details.
Once the Sentinel run-time driver is installed and the network license is connected, the CHARON VM can be started on any appropriate host on the LAN
network segment.
CHARON-AXP/VAX version 4.7 build 171-01 introduced a change with respect to network licenses. In previous versions of CHARON-AXP/VAX
a network license controlled the maximum number of client host systems and CHARON instances per host system (station/instance mode).

In the current CHARON-AXP/VAX versions a network license controls the maximum overall number of active instances, which can be
distributed across client host systems according to the preference of the customer.

Software licenses

The CHARON-AXP Software License (SL) is a "virtual" key with exactly the same functionality as the hardware dongle. It does not require any hardware
but the installation of the Sentinel run-time environment is required.

The Software Licenses (SL) are best suited for stable environments because their correct function depends on certain characteristics of the host
system. Changing any of these characteristics will invalidate the license.

® |f the CHARON host runs on real hardware, the software licenses are by default tightly bound to the hardware for which they were
issued. If major hardware characteristics of the system are changed, the license will be disabled.

® |f the CHARON host runs in a virtual environment (e.g. VMware), software licenses are normally bound to the virtual machine ID and
a set of additional characteristics of the virtual machine. If any of these parameters are changed, the license will be disabled.

For a more detailed description of the restrictions, please refer to Software Licensing restrictions or contact your Stromasys representative.

Software licenses are always network-wide on Windows, so they behave the same way as Network HASP keys.
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Multiple licenses configuration

For any type of licensing, a CHARON VM can use only one valid ("active") license (of given vendor code) at a time.

The "HASP License details" utility (it can be started from CHARON Virtual Machines Manager) displays a range of available licenses but note that, by
default, a CHARON VM may use any of them as the "active" one - unless it is directly specified by the "license_key_id" parameter (see below). The utility
provides the license numbers and ID / IP addresses of the hosts where the licenses are installed.

The general recommendation is to avoid the usage of multiple keys in one network segment. Use only one locally installed license per host or one network
license per local network segment containing several CHARON hosts.

When needed, it is possible to use a special parameter in the CHARON VM configuration files to specify exactly which license must be used by each
particular CHARON VM:

Parameter license_key_id
Type Text string

Value A set of Sentinel Key IDs that specifies the license keys to be used by CHARON. It is also possibly to use a keyword "any" to force
CHARGON to look for a suitable license in all available keys if the license is not found in the specified keys.

Example:

set session |icense_key_ id = "1877752571, 354850588, any"

Based on the presence of this parameter in the configuration file, CHARON behaves as follows:

1. No keys are specified (the parameter is absent)
CHARON performs an unqualified search for any suitable key in unspecified order. If no key is found, CHARON exits.

2. One or many keys are specified
CHARON performs a qualified search for a regular license key in the specified order. If it is not found, CHARON exits (if the keyword
"any" is not set).

If the keyword "any" is specified then if no valid license has been found in the keys with specified ID’s all other available keys are
examined for valid license as well.

The order in which keys are specified is very important. If a valid license was found in the key which ID was not the first one
specified in configuration file, then available keys are periodically re-scanned and if the key with the ID earlier in the list than the
current one is found CHARON tries to find a valid license there and in case of success switches to that key.
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License installation

Installation from scratch

Before installing the license make sure that the Sentinel run-time (driver) to be installed is collected from your CHARON kit or
provided by STROMASYS on request for your particular product. Do not update the Sentinel run-time (driver) from online or any other
sources, including the Sentinel web site.

In case of several CHARON kits containing different versions of Sentinel run-time (driver), the last one, having the most recent
version, must be installed. The CHARON installation performs this operation automatically.

At the moment CHARON supports Sentinel HASP keys, Sentinel HL and Sentinel Software Licenses (SL).

Installation of a CHARON-AXP regular or network license consists of:

1.

2.

3.

Installation of the Sentinel run-time environment on the CHARON-AXP host (regular and network keys) or on the host that will distribute
CHARON-AXP licenses over a local network segment (network key only). The Sentinel software is installed automatically by CHARON-AXP for
Windows.

Physical connection of the HASP license dongle to the CHARON-AXP host or to the host distributing the CHARON-AXP license over the local
network segment.

Collecting the system fingerprint (*.c2v file), sending it to STROMASYS and applying the update (*.v2c file) in case of software license (and in
case of updating HASP dongle license). See the details below.

When a manual installation of the Sentinel run-time is required (in the case of the network license server that does not have CHARON-AXP installed):

oA WN S

. Login as Administrator

. Open the CHARON-AXP kit folder

. Switch to the "hasp_i nst al | " subfolder

. Unzip the archive "haspdi nst . zi p" located in this folder

Open "cmd.exe" and switch to the folder where the files were unzipped

. Execute the following commands:

...> haspdinst.exe -fr -kp -nonsg

..> haspdinst.exe -install -cm

. Extract the contents of this archive "haspl i b. zi p" to the same directory.
. Copy the file "haspvl i b_68704.dl | "to "C:\ Program Fi | es (x86)\ Cormon Fil es\ Al addi n Shar ed\ HASP" (in case of x64 host) or "C

:\ Program Fi | es\ Conrmpon Fil es\ Al addi n Shar ed\ HASP" (in case of x86 host)

Note that the following operations have to be performed on installation phase for network licenses:

® On the server side (where the network license will reside): open port 1947 for both TCP and UDP

® On the client side, if broadcast search for remote licenses is to be used, UDP traffic from port 1947 of the license server to
ports 30000-65535 of the client must be permitted.

® Both on server and client sides: setup default gateway

Please consult with your Windows User's Guide on details.

If stricter firewall rules are required, it is possible to open the ports 30000-65535 and 1947 only for the "Sentinel HASP License
Manager" (hasplms.exe) service (it will be installed by CHARON-AXP ).
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Replacement of currently installed Sentinel run-time

Replacement of the currently installed Sentinel Run-time can be needed in case of installation of specific run-time provided by STROMASYS.

To proceed, remove the current version of Sentinel run-time:
® |ogin as Administrator
Extract the content of the unique ZIP file residing in “hasp_install” directory of the CHARON distribution to the same folder.
Run “cmd.exe” from the “Start” menu of host computer
“cd” to the “hasp_install” directory

Issue the following command:

...> haspdinst.exe -fr -kp -nomnsg

Install the other Sentinel run-time:
® “cd” to the directory where the target run-time resides
® |ssue the following command:

...> haspdinst.exe -install -cm

® “cd” to the “hasp_install” directory

® Extract the contents of this archive "haspl i b. zi p" to the same directory.

® Copy the file "haspvl i b_68704.dl | "to"C:\ Program Fi |l es (x86)\ Cormon Fi | es\ Al addi n Shar ed\ HASP" (in case of x64 host) or "C
:\ Program Fi | es\ Conrmpon Fil es\ Al addi n Shar ed\ HASP" (in case of x86 host)

You do not need to perform this procedure for Sentinel HL keys - local and network ones (red dongle) used as local.

Installation and update of CHARON-AXP Software License or HASP dongle License

The CHARON-AXP software licenses can be installed / updated according to the procedure described below:

Install CHARON-AXP together with Sentinel run-time (Sentinel run-time is an essential part of CHARON-AXP for Windows distribution)
Reboot the host system

Connect the HASP dongle to the host system (in case of update of a license located on a dongle)

Collect the CHARON-AXP host fingerprint file ("*.c2v"):

Open the CHARON Virtual Machines Manager, switch to the "Host Information & Ultilities" tab and press the "License Update tool" button to
envoke the "License Update Service" utility:

© Stromasys, 2019 102 /390



Document number: 60-16-035-002

o My _ES4D - CHARON VM Manager

VM Control | VM Configuration Host Information & Utilities

The list of CHARON emulators:

CHARDN-&8XP, 4.9.13401;
AlphaServer G580, AlphaServer G5320, AlphaServer GS160. AlphaServer ES45, AlphaServer ESAD, AlphaServer D525, AlphaServer D520,
AlphaServer D515, AlphaServer DS10L, AlphaServes D510, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServer 400,
AlphaServer 2100, AlphaServer 2000, AlphaSenver 1200, alphaServer 10008, AlphaServer 1000

The list of most recent installed components and tocks:

Sentinel H&SP Run-Time enviionment versiors 7.80.78022.1

HASP License Details application (hasp_view] v. 1,28

License Update tool (hasp_nus] v. 7.3

Network Contrcl Center application [netdiag) v. 1.52

CHARDN device check application [deveheck] v. 1.4

Wiual Digk tool [mkdskwin] v. 2.19

Sentinel Adrmin Conlral Center HASP License Details License Update Tool Metweork Control Center Device Check Tool [ Wiyl Disk Toal
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In the utility dialog popup switch to the "Collect Status Information" tab (opened by default) then select:
® ‘"Installation of new protection key" in case of Software License if no Software License has been already installed on the host.

Example:

P Rus fo & ==

Colect Status Information | Apply License File | Transfer License

fIIIIIIIIIIIIIIIL

Colect nformation from this computer to enabla:
01 Update of existing protection key
& Installation of new protection key

® "Update of existing protection key" in case of HL/HASP dongle or Software License that has been already installed on the host and

needs updating.
Example:
¥ RUS |

Colect Status Information | Apply License File | Transfer License

flll'll‘llllli'l'L

Colect nformation from this computer to enabla:
8 Update of existng protection key
Installation of new protection key

When using HASP dongles, select only the "Update of existing protection key" option.
In case of Software License use the "Installation of new protection key" option if the host does not have any Software License

installed and the "Update of existing protection key" option if an already installed Software License has to be updated.

® Press the "Collect Information" button. In the popup dialog choose the place to store the "Fingerprint.c2v" file and press the "Save"
button:
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ETre ]

mvljb{‘muimﬂmmriﬂwl - [ 44| [ Seareh Tema g

Oiganize *  MNew folder = 8

W Fevortes =
B Desibop ) DETEw 0062014 16:54 File foldes
4 Downloads e Install Win? 7085 05262004 3062014 1510 File folder

¥ Dropbex
% ReceraPlaces

4 Libraries
[% Documents 2|
o Music
] Pichwes
=7 Subversion
B viteos

S Computer
& LocalDink (€ |
o Loeal Dk (£

8 nikolery {Yimscn
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® A message should appear similar to this example, confirming the fingerprint has been collected successfully.

Collect Status Information | Apply License Fde | Transfer License |

165 15:5%
Fingarprint retmeved,

PPV VV 0000000202

Colect information from this computer bo enalie:
2 Update of existing protection key

@ Installation of niew protection key

[Colact Information

® Send the ".c2v" file ("Fingerprint.c2v" in the example above) to STROMASYS
® STROMASYS will send you a ".v2c" file in return. Put it somewhere on the CHARON-AXP host.

® Open up the "License Update Service" utility the way described above and open the "Apply License File" tab:

Colect Status Information | Appiy License Fle | Transfer License |

Y A A o oF o ¥ oF ¥ oF o8 2N oF X &F o

Update Fis |

[Apply Update
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Press the "..." button beside the "Update File" edit-box. In the popup select the license file received from STROMASYS:

P Srlect the Fle 1o apply =
@.:_'__.1-' i+ Computtr & LezlDakiCy) & Temp b o [ 45 | [ Seceeh Tearg o
Onganize = Hew lolder = [l @
F Eavories Hame } Date modified Type fize
B Desktop L DETEW
b Dorwnlosds Jo el WinT_T0BS 05282014
v [Cvopbox L Your Lcende.wls L KB

3 ReceraPlaces

o LiErarses
4 Documents
o Music
e Pictuiei
[ Swtreersion
H videcs

W Computer
e Locel Dk ()
e Local Dk {E:)
¥ nilleey [Vumscenail

G Metwork

File nama: il papported files " hdr *xdc® =
[ Ugen |'F. [ Canesl

Press the "Open" button and apply the license.

® Open the CHARON Virtual Machines Manager, switch to the "Host Information & Utilities" tab and press the "Sentinel Admin Control Center"
button:

540 - CHARON VM Manager

VM Control | VM Configuration Host Information & Utilities

The list of CHARON emulators:

CHAROH-&P, 4.9.13400;
AlphaServer G580, AlphaServer G5320, AlphaServer GS160. AlphaServer ES45, AlphaServer ESAD, AlphaServer D525, AlphaServer D520,
AlphaServes 0515, AlphaServer DS10L, AlphaServes D510, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServer 400,
AlphaServer 2100, AlphaServer 2000, AlphaServer 1200, AlphaServer 10008, AlphaServer 1000

The list of most recent installed components and tocks:

Sentinel HASP Run-Time enviianment version, 7.80.780221

HASP License Details application (hasp_view]v. 1,28

License Update tool (hasp_nus] v. 7.3

Neawark Contral Center application [netdiag) v. 1.52

CHARDM device check application [deveheck] v. 1.4

Wilual Digk tool [mkdskwin] v. 2,19

Sertingl Admin Control Center HASP License Details License Update Tool Metwork Control Center Device Check Tool U Vsl Digk Toal |
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or - alternatively - start any web browser on this system and go to the http://localhost:1947 page to access the "Sentinel HASP Admin Control
Center" (ACC).

® Ensure that the license appears in the “Sentinel Keys” menu.

As the content of the installed software or HL/HASP license is not shown by the Sentinel HASP Admin Control Center, press the "HASP License
Details" button in the "Host Information & Ultilities" section of the CHARON Virtual Machines Manager (see above) to display it:

CHARDN Lecense Detadc

ucerse vey: [EERICIRRUUNN 1<22726238 00|
RDP seszion detected, koense access might be mited! -

In this case CHARDN products won't run in apphcation mode.
Please run CHARON as 2 Windows service to manage CHAR DN products with koenses.

Licersse Manager nunning at host: KIRAL
Licerss Manager [ addness: 127,000, 1

Sentingl-HL Net key detected.
Thee Physical Key D: 1918154109
Liceree type: Liceree Dongle (Metwork capahls)

CHARON Senbinel HASP License key sechion

Thae License Hummber: 000, mec. best. conber, riolaey
Thee License Keyld: 1918154109

Thes Masber Kayld: 1283872778

Bslemes date: N-DEC-2017

Fledescs e 173321

Update number: 3

End User namae: M5C

Purchasing Customer name: STROMASYTS

Product Liverdge Mumnbes: CHAXP S0P
Virtual Hardwane: AlphaCeryer DS, Alphateryer DSI0L, Alphaterver D515, AphaServer NS00, Alphateryer DE25, AphaServer FSA]), Aphatarver FE45, Alphalerosr
Product Name: CHARDN-AXP

Operaling syshem fype requnements: £
Host Operating Syshem required: WINDOWS, LI
PUe adowed: 16

£ *

Retresh current boense IR ——) | Copy beense detais to Cipboard | Esit |

Note that the following operations have to be performed on installation phase for network-wide software licenses:

® On the server side (where network license will reside): open port 1947 for both TCP and UDP

® On the client side, if broadcast search for remote licenses is to be used, UDP traffic from port 1947 of the license server to ports 30000-
65535 of the client must be permitted.

® Both on server and client sides: setup default gateway

Please consult with your Windows User's Guide on details.

If stricter firewall rules are required, it is possible to open the ports 30000-65535 and 1947 only for the "Sentinel HASP License
Manager" (hasplms.exe) service (it will be installed by CHARON-AXP ).

License management

CHARON-AXP license management is performed by the Sentinel Admin Control Center and specific utilities.
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Sentinel Admin Control Center

The Sentinel Admin Control Center (ACC) is the web-interface to the Sentinel run-time environment. It allows the viewing and managing of any available
keys, enabling and disabling them, controlling usage of remote keys etc.

Sentinel Admin Control Center is not able to display CHARON-AXP licenses. To do this operation, open the CHARON Virtual Machines
Manager, switch to the "Host Information & Utilities" tab and press the "HASP License Details" button (see below).

To access the Sentinel Admin Control Center, open the CHARON Virtual Machines Manager, switch to the "Host Information & Utilities" tab and press the
"Sentinel Admin Control Center" button:

s My ES40 - CHARON VM Manager

VM Control | VM Configuration Host Information & Ulilities

The list of CHAROM emulstors:

CHARON-&xP, 4,9.193400;
AlphaServer GSB0, AlphaServer G5320, AlghaServer GS1ED, AlphaServer ES45, AlphaServer ES40, AlphaServer D525, AlphaServer DS20,
AlphaServer DS15, AlphaServer DS10L, AlphaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaSerer 2100, AlphaServer 2000, AlphaServes 1200, AlphaServer 10004, AlphaServer 1000

The list of most recent installed components and tools:

Sentinel HASP Run-Time environment versior: 7.80078022.1

HASP License Details application (hasp_view]v. 1,28

License Update tool (hasp_rus] v. 7.3

Metwork Conliol Center application [netdiag] v. 1.52

CHARON dewice check application [devcheck] v. 1.4

Wirbuad Digk tool [mkdskwan] v, 219

Sentinel Admin Corticl Center HASP License Details License Update Tool Metwork Control Center Dievice Check Tool U Viual Diek Toal

or - alternatively - start any web browser on this system and go to the http://localhost:1947 page.
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Example:

gemalto Sentinel Admin Control Center

Sentinel Keys Available on redhat? localdomain

Sontine Kiys # Locatlon Vendor Key D Key Type Configuration Version Sesslons Actions
Products 1 Local GETOM 445532369 HASP HL Time [CN - 315 » | Products| Features| Sessions
Fealures (BETO4) Blinkan| | G2V
Sessions 2 Local GETO4  527EasTe0  HASP HL Time (SN - 325 = Products | Featres| Sessions
(AT Blinkan| | C2v
Update/Attach 3 Local  GATOM 1202236799 HASP HL - 3.25 - Products || Features| Sessians
» (5E704) NeTimer 20 Blink on| | C2V
. 4 Local  6G704 362831868 HASP HLTime i - 3.25 - (Products || Features| | Sessions
Conil guration (BETOL)
- Blinkon | CZV
Dingnostics

This example demonstrates that 4 license keys are available:
1. A network key ("HASP-HL NetTime") on the host "XEON4WAYW7"
2. A network key installed locally
3. An HASP-HL installed locally
4. A network-wide software license on the host "RH64"

The Sentinel Admin Control Center reports that there is one opened session on key #4. The other keys are not being used at the moment.

For a more detailed description of the Sentinel Admin Control Center, please refer to its "Help" section.

A helpful feature of the Sentinel Admin Control Center is the ability to disable access to remote keys. If the network key is installed locally, access to the
key from remote hosts can be disabled. The following examples demonstrate how this can be done.

To disable access to remote keys, switch to the "Access to Remote License Managers" tab, uncheck the "Allow Access to Remote Licenses" check box
then press the "Submit" button to apply this change:

gemalto Sentinel Admin Control Center
Configuration for Sentinel License Manager on ceres sirmasys.com

Sisrtarusd KyE lasic Satsings | Lhisrs ALcass 10 Remose Lictnse Managers Accoss rom Remote Chients I Chrtac sl Licenss I Mt

Products

Featues ABow Accoss bo Remote Lioorses [y || ?‘

Sem Boadicast Search for Remobe Licenses b

LipedaberAltach Aggressive Search Tor Remobe Licenses

Remole Licenss Seach Paameles
Ao Log

To disable access to the locally installed license key from remote hosts, switch to the "Access from Remote Clients" tab, uncheck the "Allow Access from
Remote Clients" check box then press the "Submit" button to apply this setting:
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o " "
gemalto Sentinel Admin Control Center
m Configuration for Sentinel License Manager on ceres.stromasys.com
Sonsnd Kiys Basic Semngs | Users | Aecess o Remows License Managers | Access from Remate Cllonts Detschablo Licenses | Motwark |
Products
Feahwes
5 Cimmenily, & neTwor-Snabiod SHnlingl Ole:ion DFy 5 il COnPacind 50 This Liconss Mansgn
Allows ACDesS from Riemobe Clients @r
Access Restricion B
Access Log
ConfigUInion
Crsgnerincs,
Halp
At

Sherw Roecint Clenl AoSiid sk afilrbied i i BRDI 0 vl SRS N el By i et AG R B & malch B ound, dvidailion SI6pd
allowsall is implcihy added 1o end of list

Submit. | Cancel| | Sel Delauls

License management utility

CHARON-AXP for Windows provides two specific utilities for license management:

® "HASP View" - This utility is used to display the license(s) content.
® "License Update Service" - This utility is used to collect key status information and host fingerprint (C2V) files and to apply updates (".v2c" files).

Please refer to the "Utilities" section of this Guide for more details.

Removing CHARON-AXP software licenses

The following procedure must be applied to remove the software license (SL):

1. Open the CHARON Virtual Machines Manager, switch to the "Host Information & Utilities" tab and press the "Sentinel Admin Control Center"
button:
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¢ My_ES40 - CHARON VM Manager

M Control | ¥M Configuration Host Information & Utilities

The list of CHARON emulators:

CHARON-8P, 4.9.194010;
AlphaServer G580, AlphaServer G5320, AlphaServer GS160. AlphaServer ES45, AlphaServer ESAD, AlphaServer D525, AlphaServer D520,
AlphaServer DS15, AlphaServer DS10L, AlphaSever D510, AlphaServer 200, AlphaServer 4100, AlphaServer 4000, aAlphaServer 400,
AlphaServer 2100, AlphaServer 2000, AlphaSenver 1200, alphaServer 10008, AlphaServer 1000

The list of most recent installed components and tocks:

Sentinel H&SP Run-Time enviionment versiors 7.80.78022.1

HASP License Details applicalion [hasp_view] v. 1,28

License Update lool (hasp_mus] v. 7.2

Metwork Contiol Center application [netdiag) v. 1.52

CHARDN device check application [devchedk] v. 1.4

Wiual Digk tool [mkdskwin] v. 2.19

Sentingl Admin Contiol Center HASP License Details License Update Tool Metwork Comtral Center Device Check Tool

or - alternatively - start any web browser on this system and go to the http://localhost: 1947 page.

2. In the "Sentinel HASP Admin Control Center" (ACC), select the "Sentinel Keys" option in the left pane and locate the target "Sentinel SL
AdminMode" license.
3. Press the "Certificates" button at the right side of the SL description:

gemalto Sentinel Admin Control Center
m Sentinel Keys Available on localhostlocaldomain

Sentined Keys & Location Vendor Key iD Hey Type Cantig: 5 A

Producis 1 Local CaTp4  GO1OCOG3AZ1TEGBGEL HASFSEL . T = Peoduts | Feausnes | Sewsions | Cerbficaies
Ereatwrs L) oty gy cav

bt Choq
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. Note the name of the correspondent certificate in the "Certificates" section. The name is in the form of <Keyl D>_base. v2c
. Remove the corresponding certificate file in the "C: \ Program Fi | es\ Cormon Fi | es\ Saf eNet Senti nel \ Senti nel

LDK\i nst al | ed\ 68704" folder.

. Reboot the CHARON host.
. Start the "Sentinel HASP Admin Control Center" (ACC) again to ensure the SL has been removed.

License Deinstallation

To completely remove a CHARON-AXP license from a host, remove the Sentinel run-time driver using the following procedure:

Login as Administrator

Open the CHARON-AXP kit folder

Switch to the "hasp_install" subfolder

Unzip the archive located in this folder

Open "cmd.exe" and switch to the folder where the files were unzipped
Execute the following command:

...> haspdinst.exe -fr -kp -nonsg

Unplug the license dongle. Note that the Sentinel run-time driver is uninstalled automatically when a complete uninstallation of CHARON-AXP is
performed.

Special "backup" license keys

Backup keys are provided by STROMASYS along with the standard license dongles. It is strongly recommended to order a backup key to recover
immediately from damage or loss of the main license key. The backup keys use a counter (integer) value hardcoded inside the key, this integer value
corresponds to a number of hours CHARON-AXP is allowed to run. Each time CHARON-AXP checks the license (every hour), the value is decreased (by
1 hour). Please note that the backup keys have restricted functionality:

The run time is typically limited to 720 hours (30 days). This is the time alloted to get a replacement dongle from STROMASYS.
A backup license may be valid only until a certain date.
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CHARON-AXP for Windows utilities

General description

CHARON-AXP provides the following set of utilities:

Utility

Host Device Check
Network Control Center
MkDisk

MkDskCmd

HASP View

License Update Service

License Expiration Check
mtd

CHARON Log Monitor and
Dispatcher

HOSTPrint

CHARON Guest Utilities for
OpenVMS

© Stromasys, 2019

Description

Used to review system resources that can be mapped to CHARON.

Used to configure a CHARON network.

GUI-based utility used to create custom or standard CHARON virtual disk containers.

Command line utility used to create custom or standard CHARON virtual disk containers.
This utility also may be used to transfer virtual disks of one type to virtual disks of another type.

Used to display the CHARON license content.

Used to manage CHARON licenses, collect the host system fingerprint and to transfer software licenses from one
host to another.

Used to warn user about expiration of CHARON license
Used to create CHARON tape images from physical tapes and to write tape images back to physical tapes.

Used to trace CHARON log files and run a specific program on certain conditions.

Used to print CHARON output to Windows printers.

Used to manage virtual tapes and CHARON performance.
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Host Device Check

Table of Contents

General Description

Reviewing available physical disks
Reviewing all the available host resources
Collecting the configuration strings

General Description

The "Host Device Check" utility is used to review system resources that can be mapped to CHARON.

Open the CHARON Virtual Machines Manager, switch to the "Host Information & Utilities" tab and press the "Device Check Tool" button:

» CHAROMN VM Manager

VM Control | VM Configuration Host Information & Utilities

The list of CHARDN emulstors:

CHARON-&P, 4.9.19401:
AlphaServer GSB0, AlphaServer G5320, AlphaServer GS1ED, AlphaServer ES45, AlphaServer ES40, AlphaServer D525, AlphaServer D520,
AlphaServer DS15, AlphaServer DS10L, AlghaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaServer 2100, AlphaServer 2000, &lphaServer 1200, AlphaServer 10004, AlphaServer 1000

The list of most recent installed components and tools:

Sentinel HASP Rur-Time environment versior: 7.80L7E022.1

HASP License Details application (hasp_view]v. 1,28

License Update tool [hasp_rus] v. 7.3

Metwork Conliol Center application [netdiag] v. 1.52

CHAROMN device check application [devcheck] v. 1.4

Wittuad Digk tool [mkdskwin] . 219

Sentinel Admin Control Center HASP Licenze Detailz License Update Tool Metwork Control Center | | Device Check Tool Wirual Digk Tool
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Reviewing available physical disks

By default the "Host Device Check" utility reports the available physical disks:

B Host Device Check for CHAROMN, Version 1.4 (Build 194071)

Device clazz

Open | Save Az | Copy path to clipboard |

Service Adapter Bus Target D LUM | Mame Device path D ezcription |Jze with CHAROM

Unusable device Emulator device string | Devicecontans Windows system
Cloze |

Microsoft Windows 10, (Build 17134) |KIRILL |1 urona 2018 1. 13:18:01 y

,i\, Please note that the unusable devices and the devices containing Windows system (see corresponding colors above) must not be mapped to
CHARON!

Reviewing all the available host resources

Select "All drives" in the "Device class" drop-down list:

B Host Device Check for CHAROM, Version 1.4 (Build 19401)

Device class: | Disk diives | Open
Diisk. dirves

Service || Tape dives )| LUN | Name
CO-ROM dives
_Flnpq:q,l disk dirves
Printers
Storage Controllars
Unknown devices
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The "Host Device Check" utility will display all the host resources:

B Host Device Check for CHARON, Version 1.4 (Build 19401)

Device class: | EUEHES Open
Service | Adapter | Bus | TargetlD | LUM | Mame | Description | Lise with CHARON |
prinker Microsaft Print ta POF [redirected 2) Printet device W AMicrosolt Print to POF [redirscted 2)
prinker Fax lredirected 2) Printer device WWOWFan [redirectad 2)
prirker Microsoft XPS Docurment SWiiter (redir... Printer device WWiMicrosolt ¥PS Document Writer [1...
prinker Canon iPT200 series redirected 2) Pririter device WACanon IP7200 series [rediected 2)
prinker Send To OneMote 2013 Printer device ‘\WhSend To OneMote 2013
prirker Prirter rear me Printer device \WAPrinter near me
prinker MPID4E684 [HP Laserlet M1536dnf ... Printer device WWANFID 48684 [HP Laser) et b1536...
prinker MPIZEODTE [HP Lazer)et P2055dn) Printer device WWANFIZEODTE [HP Laser)et P2055. .
prinker Microsoft XPS Document Wiiter Priniter device Whhicrosoft XPS Document Writer
prinker Microscft Print to PDF Printer device W SMiciosoft Pint to PDF
prinker Fax Printer device \OWFam
cdkom W A\Scsil: T55TcopCDDVDW SH-2228B SB0D CO/DVD/BD dive S\ ACdRomD
Unusable device Emulator device stiing | DevicecolansWindowssystem |
Close |
Micreseft Windows 10, (Build 17134) 1 urora 2018 r. 13:28:44 4

It is also possible to choose all the other categories to narrow the possible mapping options list.

Note the "Use with CHARON" column contains the actual configuration options for each available device to be inserted, if needed, in the CHARON

configuration file (see below).

Collecting the configuration strings

To collect the actual configuration strings to be used in the CHARON configuration file, select the target device and press the "Copy path to clipboard"

button:

M Host Device Check for CHAROMN, Version 1.4 (Build 19401)

Device class: |4l drives DOpen Copy pethmhboasd|
Service | Adapter | Bus | TargetlD | LUN | Mame | Description | Use vith CHARON |
prinker Microscft Print to PDF [rediected 2] Printer device ‘A AMicrosoft Pint to PDF [redirected 2)
prinker Fax [redirected 2] Printer device Wh5Fax [redirected 2]

prirker Microzoft XPS Docurment Siiter [redir.. Printer device WoMicrozolt XPS Document Writer [
prinker Canon iPT200 series redirected 2] Pririter device WACanon iP7200 series [rediected 2)
prinker Send To OneMote 2013 Printer device WWhSend To OneMote 2013

printer Pririter near me Printer device W APrnter near me

prinker MPID4E684 [HF Laserlet M1536dnf .. Printer device WANPID 48684 [HP Lasen et M1536..
prinker MPIZEOD?E [HP Lazerlet P2055d0) Printer device WANPIZEDD 7E [HP Laser)et P2055...
prirter Microsalt XPS Document \wWiiker Printer device WiMicrosoft KPS Document Wiiter
prinker Microsoft Print to PDF Printer device “WiMiciosoft Pant to PDF

prinker Fax Printer device \WAFax

Unusable devics Emulator device stiing [ DevicscontansWindowssyster |
Close |
Microsoft Windows 10, (Build 17134) 11 woma 2018 r. 13:30:49 A

The selected configuration string will be copied to the clipboard, it can then be pasted to the CHARON configuration file (using the "CTRL-V" keys

combination for example).

The buttons "Open" and "Save As..." help to open up the displayed options in form of text file and save this text file under some given name.
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Network Control Center

Table of Contents

General Description
Installation of CHARON network drivers
Deinstallation of the CHARON network driver
Configuring the host network interfaces for CHARON
Release of the host network interfaces
Troubleshooting the CHARON network interfaces configuration
Disable "offload" parameters

® Configuration type 1

® Configuration type 2

® Configuration type 3
® Monitoring the CHARON network activity

General Description

The "Network Control Center" utility is used to configure, verify dedicated network interfaces and trace the network activity for a CHARON network.

Open the CHARON Virtual Machines Manager, switch to the "Host Information & Utilities" tab and press the "Network Control Center" button:

» CHAROMN VM Manager

VM Control | VM Configuration Host Information & Utilities

The list of CHARON emulstors:

CHARON-&P, 4.9.194001:
AlphaServer GSB0, AlphaServer G5320, AlphaServer GS1ED. AlphaServer ES45, AlphaServer ES540, AlphaServer D525, AlphaServer D520,
AlphaServer DS15, AlphaServer DS10L, AlghaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaServer 2100, AlphaServer 2000, &lphaServer 1200, AlphaServer 10004, AlphaServer 1000

The list of most recent installed components and tools:

Sentinel HASP RureTime environment versiors 7.80L7E022.1

HASP License Details application (hasp_view]v. 1,28

License Update tool (hasp_rus] v. 7.3

Metwork Conliol Center application [netdiag] v. 1.52

CHAROMN device check application [devcheck] v. 1.4

Vitual Disk tool [mkdskwin) v. 219

Sentinel Admin Control Center | | HASP Licenze Detailz ] License Update Tool Network Control Center Device Check Tool Wirual Digk Tool
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Installation of CHARON network drivers

By default a CHARON network driver is automatically installed by the CHARON installation procedure.

When it is needed to install a modified driver, use the following procedure. Select "Install/Upgrade" and press the "Next" button:

CHAROM Hetwork Contiol Center.
Intraduction page.

The CHARON Metwork Control Center desigred to manage CHAROM networking inchading:

« Installation//de-installation of the CHAROM nebwodk. drivers;
- Conliguiing phweical adapters lo be used by the CHARDM Host system;
- Troubdeshoating the phyzical adaples setup;
» Checking the connechion rehabdily.
- Checking that adapter supports MAL address change.
- Chiecking for the MaC addiess duplication on the LAk
- Checking for the 1P addess duplication on the LAM:
- Suggesting the configuration fle sethings;
- Dizable TCP chimney offioad for CHARON emulstoss;
- Moritoring MIC activity
[HDNS divves v, 5.3.0 oo later should be installed
and CHAROM nunning to enable Monitor featue]:

Select the desved function and clhick Next bulton fos continue.

Fleasze select the action to continue:

" Troubleshoot MIC dedicated for CHARON
" Dizable TCP chimney offioad

= Moniter CHARDN MIT actity

Back Mest > Cancel Help
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Select "Install/lUpgrade CHARON NDIS driver" checkbox and press the "Select" button:

 CHAROM Network Control Center

CHARON Network Control Center.
Instalation./Upgrade page.

A the CHAROMN Network Control Center Installation page you can:

- Remove all CHAROM network: drivers
- Ingtal Upgrade CHARON NDIS driver

[T Remove all CHARON Metwork Drivers

W Instal/Upgrade CHARON NDIS driver

1

Press the "Browse" button:

Driver installation dialog

—Driver details:

Browse

k

Cancel

L
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Browse for the target "sri packet . i nf " file which is by default located in the "C: \ Pr ogr am Fi | es\ CHARON Dri ver s\ NDI S6_X. X. X. XXXXX"
directory, select it and press the "Open" button:

Open =5

@_Qvl | « Program Files » CHARON » Drivers » NDIS6_6.4.0.16300 | #4 || Search NDi55 64.0.16300 P

Organize = Mew falder =~ [ @
= RecentPlaces - Mame Date modified Type Saze
o | sripacket.inf 06.05.2014 201 Setup Information IKE
4 Libraries
! Documents
J" Music
= Pictures
=7 Subwversicn

H Videos

I'..F Computer
£ kil (£3)
(= ] nikolsey mscn -

File name: sripacket.inf ~ [ INE Files .inf) -

o

If the CHARON network driver has been acquired directly from STROMASYS, put it in a temporary directory and choose the "sri packet . i nf " file from
this directory in the dialog above.

Review the version of the driver and, if it is correct, press the "Ok" button:

-

Driver installation dialog @

—Driver details:

C:\Program Files\CHAROM\Drivers\MDIS6_6.4.0. 16300 sripac -
Build: 04/01/2014 Browse
Version: 6.4.0,16300

Provider info:

STROMASYS S5A

CHARON Packet Protocal (MDISG) v6.4

Protocol designed to work as part of CHARON network
CHARON Packet Protocol (MDISE) v6.4

Cancel

EE b
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The Network Control Center will display the previous dialog with the path to the CHARON network driver. Press the "Next" button in the popup below to
continue:

H)

~ CHAROM Network Control Center

CHARON Network Control Center.
Instalation/Upgrade page.

A the CHAROMN Network Control Center Installation page you can:

= Remove all CHAROM network drivers
- Instal/Upgrade CHARON NDIS driver

[T Remove all CHARON Metwork Drivers

W Install/Upgrade CHARON NDIS driver CMProgram Rles\CHARON'\Drivers\ND156_6.4.0.162300Na Select

< Back I et > I Cancel Help

The utility will begin the CHARON network driver installation. If Windows Security asks you to confirm the driver installation, press the "Install" button:

Windows Security @

Would you like to install this device software?

Marme: STROMASYS 50 Metwork Protocol
—h Fublisher: Strormasys 54

[T Ahways trust software from "Stromasys SA". Install ] [ Don't Install J

@' You should only install driver software from publishers you trust. How can [
decide which device software is safe to install?
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The driver installation will resume:

-

Pleaze wait...

Please wait For CHARCOM MDIS network driver inskallation,

At the completion of the network installation procedure, the utility will display the following log:

[ CHAROM Network Control Center

CHAROMN Network Control Center.
Application log & results.

i)

[~ Show detaled log

Diate: | Message |D: ] Message Text:

201510-20 ... 04000091 NETCFG-UTILITY: The network corfiguration check resulls:

201510:20 ... 02000095 NETCFG-UTILITY: CHAROMN NDIS driver version info:

2015-10-20 ... 0400009F NETCFRG-UTILITY" Driver is at 'C:\Windows\system 3\ DRIVERS \sripacket sys'
20151020 ... 02000040 NETCFG-UTILITY: Driver is THARON Packet Profocol (MDISE) Driver
201510-20 ... 04000041 METCFG-UTILITY: Driver version '6.4.0,16300"

201510:20 ... 04000099 NETCFG-UTILITY: The CHAROMN MDIS driver ks up to date.

2015-10-20 ... 0400003E NETCFG-UTILITY: The network setup books consistent.

201510-20 ... 04000138 NETCFG-UTILITY: Successfully install CHAROMN NDIS network driver.

Save Log in file

Review the log, make sure it is correct. You can save the log to a file by pressing the "Save Log in file" button in case the log file has to be sent to

Stromasys Customer Support.

Select "Show detailed log" to display more detail.

Press the "Finish" button to exit.
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Deinstallation of the CHARON network driver

Start the utility and select "Install/Upgrade"; press the "Next" button:

CHAROMN Hetwork Control Center.
Introduction page.

The CHARON Metwork Control Center designed to manage CHAROM networking includng:

« Installation/de-installation of the CHAROM nebwodk drivers:
- Configuing phwsical adapters 1o be used by the CHARDOM Host system;
- Traubdeshooting the phusical adapler setup:;
- Checking the connection rehabdity.
- Checking that adapter supports MAC address change.
- Checking for the MAC addiess duplication on the LAM;
« Checking for the IP addess duplication on the LAM:
- Swggesting the conhguration fle setings:
- Dizable TCP chimrey cifioad for CHARON emuilatoss;
- Moritoring MIC acthty
[HDIS diives v. 5.3.0 o labes should be installed
and CHAROM munning to enable Monitos featue];

Select the deswed function and chick Next bulton log continue.

e o —a—

" Troubleshoot MIC dedicated for CHARON
[ Disable TCP chimney offlead

= Moniter CHARDN MIC sttty

Back I Hext » I Cancel Help
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Select "Remove all CHARON Network Drivers" and press the "Next" button:

 CHAROM Network Control Center

CHARON Network Control Center.
Instalation./Upgrade page.

At the CHARON Network Control Center Installation page you can:

- Remove all CHAROM network: drivers
- Ingtal Upgrade CHARON NDIS driver

¥ Remove all CHARON Metwork Drivers

il

Mest »
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The utility will report that the CHARON drivers have been removed:

= S—
.- CHAROM Network Contral Center |
CHARON Network Control Center.
Application log & results.
Diate: | Message |0 ] Mezsage Text:

20151020 ... 04000136 NETCFG-UTILITY: Successfully remove CHARON network drivers.

1 | m | [

[~ Show detaled log
Save Log in file

Review the log for errors. You can save the log to a file by pressing the "Save Log in file" button in case the log file has to be sent to
Stromasys Customer Support.
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Select "Show detailed log" to display more detail.

CHARON Network Control Center.

Application log & results.
Diate: | Haaaagu ID: | Message Text:

2015-10-20 ... METCFG-UTILITY: Driver is 8t 'T\Windows\system32\DRIVERS \sripacket sys’

2015-10-20 .. mmnmn NETCFG-UTILITY: Driveris THARON Packet Protocal (NDISE) Driver’

2015-10:20 ...  04000D0AT METCFG-UTILITY: Driver version '6.4.0.16300°

20151020 ... 04000098  NETCFG-UTILITY: The CHARON MDIS driver s up to date.

20151020 ... 04000098  NETCRG-UTILITY: The network setup looks consistent,

2015-10:20... 04000168  NETCFG-UTILITY: Waming: detected problem with: Inted(R) 825 75LM Gagabit Network Conne
20151020 0400007C  NETCFG-UTILITY: For CHAROM netwerking, the Intemat Pretocel Version 4 [TCP/IPv4) must
2015-10-20 ... 04000070  NETCFG-UTILITY: Disabling the TCP/IP can result in loasing host connactions.

20151020 ... 04000080  NETCFG-UTILITY: For CHARON networking, the CHAROM MDIS must be snablad! o
20151020 .. 04000250  NETCFG-UTILITY: The MIC tntel(R) 82579LM Gigab# Metwork Connection’ not configured fol
20151020 ... 02000250 NETCRG-UTILITY: The NIC Realtek PCle GBE Family Controller’ not configured for CHAROM
20151020 ... 0400009F  NETCRG-UTILITY: Driveris 2 C-\Windows'system32\DRIVERS \sripacket sys’

20151020 ... 04000040 NETCRG-UTILITY: Driver is THARDN Packet Protocol (NDISE) Driver”

20151020 ...  040000A1 NETCFG-UTILITY: Driver version '6.4.0.16300°

20151020 ... 04000128 NETCFG-UTILITY: Selected action: Driver nstalation/Updating

20151020 ... 04000147  NETCFGE-UTILITY: Choose <NEXT> Wizard button firom Clrtraduction Page).

20151020 ... 04000136  NETCRG-UTILITY: Successfull remave CHARON network drivers. m
N m | I

W Show detaled log

Save Log in file

Press the "Finish" button to exit.
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Configuring the host network interfaces for CHARON

Start the utility, select "Configure NIC" and press the "Next" button:

CHAROMN Hetwork Control Center.
Introduction page.

The CHARON Metwork Control Center designed to manage CHAROM networking includng:

« Installation/de-installation of the CHAROM nebwodk drivers:
- Configuing phwsical adapters 1o be used by the CHARDOM Host system;
- Traubdeshooting the phusical adapler setup:;
- Checking the connection rehabdity.
- Checking that adapter supports MAC address change.
- Checking for the MAC addiess duplication on the LAM;
« Checking for the IP addess duplication on the LAM:
- Swggesting the conhguration fle setings:
- Dizable TCP chimrey cifioad for CHARON emuilatoss;
- Moritoring MIC acthty
[HDIS diives v. 5.3.0 o labes should be installed
and CHAROM munning to enable Monitos featue];

Select the deswed function and chick Next bulton log continue.

" Troubleshoot MIC dedicated for CHARDON
[ Disable TCP chimney offlead

= Moniter CHARDN MIC sttty

Back I Hext » I Cancel Help
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Select the host interface to be dedicated to CHARON (in the example below its name is "Charon"), press the "Dedicate adapter to CHARON" button:

CHAROM Metwork Control Center

CHARON Network Control Center.

Flease select the physical adaptes from the list.

Depanding on the adapter state and configuration, you can use the buttons to multiple: adapter, de-multiples adapter, dedicate
adapter to CHARON or release adapter to the host,

When you took all planned actions, select the adapter you want to configure and press Next button to continue with adapter
configuration.

Adapter Name [ Comment |
& Inted(R) B2579LM Gigabit Network Conmection  PHYSICAL USED BY THE HOST “M5C"
21| Realtek PCle GBE Family Controller PHYSICAL USED BY THE HOST “Chamon™

-'. EATE A0A0MEr 10 I'I::l:_

Dedicate adapter to CHARON

ﬂB&dtIHm:-ICmcel Help

Install and configure VLAN adapters, according to the vendor's User's Guide, if required. Select the VLAN adapter in the dialog box in the above example.
A VLAN adapter is not configured differently, the same procedure should be followed.
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The Network Control Center will dedicate the selected adapter to CHARON. Press the "Next" button.

CHARON Network Control Center.

Pleas= select the physical adapter from the list.

Depending on the adapter state and configuration. you can wse the buttons to multiplex adapter, de-muttiples adapter, dedicate
adapter to CHARON or release adapter to the host,

When you took all planned actions, select the adapter you want to configure and press Next button to continue with adapter
configuration.

& Inted(R) B2579LM Gigabit Network Conmection  PHYSICAL USED BY THE HOST “M5C"
21| Realtek PCle GBE Family Controller PHYSICAL DEDICATED TO CHARON “Charon”

Dedicate adapter to CHARDMN Release adapterto HOST

< Back Mest » Cancel Help
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The next dialog helps to define the correct lines for the CHARON configuration file. Select the target emulated network adapter and press the "Copy

suggestions to clipboard" button:

CHARON Network Control Center

CHARON Network Control Center.,
Propaosals for configuration file reconds,

The CHAROMN Metwork Control Center Config File suggestion step.

Please select the network interface you plan to use {depending on emulated model) and check the suggested configuration file
settings with one you are using. The settings are suggested for primary adapter only.

For sscondany adapter configuration and adapter options (see the your system's "User Guide® for details).

QBLS spsteime [MicroAx 600, Mo 00001 06/108, |- X0A " DEGNA (" DELOA (" DESGA

SCS| systenms (MicrhiA 3100 96/98, Mic /108 j-EZ4 7 SGEC

HWI syztens VA BEx0] - Exd o

CHARON-AXP (AlphaServer D510, D520, ES40, GSE0, GS160, _.) - EWA & DESODAA  DESOOBA ¢ DE43S
& 0 ES40, G580, Go 160, ) £l DESNZ

DEBMI-zpstems W& Bl or VAR BO00) - DEBNI ™ DEBNI

PMAD &4 [Tutbial il

NIC conneclion name.
load DESO0AAdec21xdx EWA interfface=EWAD
load packet_port/chnstwk EWAD mefaces"connection:Charon”

Copy suggestions to clipboand |

< Back Mext > Cancel Help
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It is possible to paste the content of the clipboard to the CHARON configuration file as shown in the example below:

| oad DE500BA/ dec21x4x EWA i nt er f ace=EWAQ
| oad packet _port/chnetwk EWAO interface="(disabled)"
| oad packet _port/chnetwk EWAO interface="connection: Charon"

Press the "Next" button to see the log file:

| CHARON Network Control Center

CHARON Network Control Center.

[~ Show detaled log

Application log & results.
Diate: | Message |0 l Mezsage Text:
2015-10-20 ... 04000131 NETCFG-UTILITY: Selected action: Dedicate to CHARON adapter Realtek PCle GBE Family Cor
20151020 ... 04000251 NETCFG-UTILITY: The NIC ‘Realek PCle GBE Family Controller’ corfigurad for CHARON netwar
20151020 ... 04000250 NETCFRG-UTILITY: The NIC Trt=l{R) 82579LM Gigabit Network Connection’ nat configured for Ck
2015-10-20 ... 04000251 MNETCFG-UTILITY: The NIC Reattek PCla GBE Family Controller’ configured for CHARON networ
20151020 ... 04000126 NETCFG-UTILITY: The NIC Realtek PCle GBE Family Controller’ configuration is comect!
201510:20 ... 040007126 METCFG-UTILITY: The NIC Realtek PCle GBE Family Controller’ configuration is comect!
2015-10-20 ... 0400012 NETCFG-UTILITY: Selected adapier: Reatel PCle GBE Family Controller (PHYSICAL DEDICATE
20151020 ... 04000251 NETCFG-UTILITY: The NIC ‘Realek PCle GBE Family Controller’ corfigured for CHARDN netwar
20151020 ... 04000126 NETCFG-UTILITY: The NIC Realtek PCle GBE Family Controller’ configuration is comect!
2015-10-20 ... 04000147 NETCRG-UTILITY" Choose <NEXT> Wizard button ffrom CChooseadapter_Config).
20151020 ... 04000764 NETCFG-UTILITY: The CHAROMN Metwork Control Center Config File suggestion step.
20151020 ... 04000132 NETCRG-UTILITY: Net Configuration suggestion: NIC connection name load DES00BA /dec21xd
201510:20 ... 040007133 MNETCFG-UTILITY: MNet Configuration suggestion: NIC connection name load DES0Z/48255 E1A R
201510-20 ... 04000132 NETCHG-UTILITY: Net Configuration suggestion: NIC connection name Joad DESDIBA/ dec2 1xdb
2015-10-20 ... 04000147 NETCFG-UTILITY: Choose <NEXT: Wizard button from CConfigFilePage).
1 | m [

Save Log in file

Review the log for errors. You can save the log to a file by pressing the "Save Log in file" button in case the log file has to be sent to
Stromasys Customer Support.

Select "Show detailed log" to display more detail.

Press the "Finish" button to exit.
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Release of the host network interfaces

Start the utility, select "Configure NIC" and press the "Next" button:

CHAROMN Hetwork Control Center.
Introduction page.

The CHARON Metwork Control Center designed to manage CHAROM networking includng:

« Installation/de-installation of the CHAROM nebwodk drivers:
- Configuing phwsical adapters 1o be used by the CHARDOM Host system;
- Traubdeshooting the phusical adapler setup:;
- Checking the connection rehabdity.
- Checking that adapter supports MAC address change.
- Checking for the MAC addiess duplication on the LAM;
« Checking for the IP addess duplication on the LAM:
- Swggesting the conhguration fle setings:
- Dizable TCP chimrey cifioad for CHARON emuilatoss;
- Moritoring MIC acthty
[HDIS diives v. 5.3.0 o labes should be installed
and CHAROM munning to enable Monitos featue];

Select the deswed function and chick Next bulton log continue.

" Troubleshoot MIC dedicated for CHARDON
[ Disable TCP chimney offlead

= Moniter CHARDN MIC sttty

Back I Hext » I Cancel Help
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Select the interface to be released back to the host (in the example below its name is "Charon"), press the "Release adapter to HOST" button:

CHARON Network Control Center.

Pleas= select the physical adapter from the list.

Depending on the adapter state and configuration. you can wse the buttons to multiplex adapter, de-muttiples adapter, dedicate
adapter to CHARON or release adapter to the host,

When you took all planned actions, select the adapter you want to configure and press Next button to continue with adapter
configuration.

Adapter Name I Comment
& Inted(R) B2579LM Gigabit Network Conmection  PHYSICAL USED BY THE HOST “M5C"
21| Realtek PCle GBE Family Controller PHYSICAL DEDICATED TO CHARON “Charon”

Dedicate adapter to CHARDMN Release adapterto HOST

< Back Mest » Cancel Help
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Press the "Next" button and review the log of this operation:

CHARON Network Control Center.

Application log & results.

Diate: | Message |0 I Mezsage Text:

20151020 ... 04000132 NETCFG-UTILITY: Selected action: Release to HOST adapter Reakek PCle GBE Family Control
20151020 ... 04000250 NETCFG-UTILITY: The NIC Trtel(R) 825795LM Gigaba Netward: Connection” not eonfigured fior Ck
20151020 ... 04000250 MNETCFG-UTILITY: The NIC ‘Realtek PCle GBE Family Controller’ not configured for CHARON net
20151020 ... 0400012 NETCFG-UTILITY: Selectad adapter; Reattek PCle GBE Family Controler (FHYSICAL USED BY™
2015-10-20 ... 04000250 NETCFG-UTILITY: The NIC FRealtek PCle GBE Family Controller’ not configured for CHAROM net
2015-10:20 ... 040007147 NETCRG-UTILITY: Choose <NEXT> Wizard button from CChooseadapter_Config).

Save Log in file

Select "Show detailed log" to display more detail.

Press the "Finish" button to exit.
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Troubleshooting the CHARON network interfaces configuration

Start the utility, select "Troubleshoot NIC dedicated for CHARON" and press the "Next" button:

CHAROMN Hetwork Control Center.
Introduction page.

The CHARON Metwork Control Center designed to manage CHAROM networking includng:

« Installation/de-installation of the CHAROM nebwodk drivers:
- Configuing phwsical adapters 1o be used by the CHARDOM Host system;
- Traubdeshooting the phusical adapler setup:;
- Checking the connection rehabdity.
- Checking that adapter supports MAC address change.
- Checking for the MAC addiess duplication on the LAM;
« Checking for the IP addess duplication on the LAM:
- Swggesting the conhguration fle setings:
- Dizable TCP chimrey cifioad for CHARON emuilatoss;
- Moritoring MIC acthty
[HDIS diives v. 5.3.0 o labes should be installed
and CHAROM munning to enable Monitos featue];

Select the deswed function and chick Next bulton log continue.

Flease selact the achon o continue:
7 Instal/Upgrade
" Cordigure NIC
# Troubleshoot MIC dedicated for CHARON]
" Disable TCP chimney offload

= Moniter CHARDN MIC sttty

ack | Mest> | Cancel Help
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Select the target interface and press the "Next" button:

CHARON Network Control Center.
Chaoose CHAROM Adapter.

Flease select adapter you want 1o manitonng.

CHAROMN Metwork Control Center assumes, that you are using selected adapter for CHARON nefworking, unless it is detected
as multiplexed, Please take care and do not select the adapter. you are using for your Windows netwarking,

To start CHARON NIC monitoring, select the adapterfs) from the list and click the Neot button.

Adapter Name [ Comment |
ﬂ Intel(R) 825 73LM Gigabit Network Connection  PHYSICAL USED BY THE HOST "MSC”
v Realtek PCle GBE Family Controller PHYSICAL DEDICATED TO CHARON "Charon”

< Back Mest » Cancel Help
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Review the status of the interface:

CHARON Metwork Control Center.
View Adapter Setlings.

The selected adapter has the following configurstion.
Press Naxt button to continue with LAN tests.

Realtek PCle GBE Family Controller
L[ @ Intemet Protocol Version 4 (TCP/IPvd)
0 @ Intemet Protocol Version & (TCP/PvE)
i (] @ GoS Packet Scheduler
i [] @ NDIS Caplure Light\Weight Fiter
i ] @ WP Lightweight Fiker
O @ Link-Layer Topslagy Discovery Mapper 10 Deiver

-~ @ Lnk-Layer Topology Discovery Responder
— -~ @ Point to Point Protocal Over Bthemet
0O @ NDIS Usemade /0 Protocol

LA B FUADAR Bt Bk and IPIESEL W A

< Back Mest » Cancel Help
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In the example below, there is an issue with the host TCP/IP being enabled on the CHARON interface. Review the problem description, select "Fix the
adapter configuration" then press the "Next" button.

—
CHARQON Metwork Control Center e
CHARON Network Control Center.
Fic thee adapter corfiguration .
The CHARON Metwork Contrel Center found emor(z) in the adapler’s configuration.

You can stop here and fix outined problems manually or let the CHAROMN Network Control Center to fix them by checking the:
Fix adapter configuration’ checkbox and pressing Next button, Please be sure, thal you do not use adapter for your Windows
networking.

'« ] ® Reahek PCle GBE Famiy Controller

4] @ \ntemet Protocol Viersion 4 (TCP/IPvd)
2| 0O Intemet Protocol Version & (TCP/1PvE)
[0 @ Qo5 Packet Scheduler
.0 @ NDIS Capéure Light\Waight Fiker
O & WFFP Lightweight Fier

= =[O0 Lnk-Layer Topclogy Discovery Mapper 1/D Driver

201510-20... 04000070  METCFG-UTILITY: Disablng the TCP/IP can result in loosing host connections. -

2005-10-20 ... 04000147 METCFG-UTILITY: Choose <NEXT > Wizard button §rom CChooseAdapter).

2015-10-20 ... 04000250 NETCFG-UTILITY: The MIC ‘Reatek PCle GEE Family Controller” not configured for CHAF =

F T ] p
¥ Foxthe adapter configuration

< Back Mest » Cancel Help
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The utility will fix issues and report a good status for the interface. Press the "Next" button, the following dialog will appear:

 CHAROM Network Control Center =

CHARON Network Control Center.
Step 1 LAM tests.

The CHARON Metwork Control Center Step 1 LAM tests.

To start the Step 1 tests, please define the DECnet address you are using or plan to use with your CHAROMN installation. ¥ you
do not use the DECnet or want to skip the tests check the "Skip tests” checkbax below .

Thee whole Step 1 LAN tests took appradmately 3 minutes to complete,

Desred DECnet address [z [

™ Skip tests

cBack | Net> | |-mr_-|
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The Network Control Center offers to check whether the DECnet address, to be used by CHARON, is unique on the network in this step. Enter the desired
DECnet address, for the CHARON guest, and press the "Next" button:

" CHARON Network Control Center |

CHARON Network Control Center.
Step 1 LAM tests progress.

The CHARON Metwoark Control Center displays the tests completion progress.
At ary fime you can abort the tests by pressing Cancel' button,

| [ canca Help
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Once the check is completed, if there are issues, the utility will abort the test and display a log containing information about the issues found:

[~ Show detaled log

'CHARON Network Control Center =
CHARON Network Control Center.
Boplication log & results.
Diate: | Message ID: | Message Teut:
201510-20 .. 04000250  NETCFG-UTILITY: The NIC Feahek FCle GBE Family Controller’ not configured for CHAROM net
201510-20 .. 04000078 NETCFG-UTILITY: The ktemet Frotocel Version 4 (TCP/1Pv4) was disabled.
201510-20 .. 04000251  NETCFG-UTILITY: The NIC Fealtek PCle GBE Family Controller’ corfigured for CHARON netwar
20151020 .. 04000147  NETCFG-UTILITY: Choose <NEXT> Wizard button from CFoctdapter).
201510-20 .. 04000251  NETCFG-UTILITY: The NIC Fealtek PCle GBE Family Controller’ configured for CHARGN netwar
2015-10:20 .. 04000147  NETCFG-UTILITY: Choose <NEXT> Wizard bution from CShowAdapter).
2015-10-20 .. 04000135  NETCFG-UTILITY: Perform DECnet test. Area: 52, node: 25
201510-20 .. O4DD00ES  NETCFG-UTILITY: The DECret test resubts:
201510-20 .. 04000103 NETCFG-UTILITY: The permanent MAC address is: F8-D1-11-00-F&-EE.
201510-20 .. 04000104  NETCFG-UTILITY: WARNING! The connection speed is over 10Mbs (1000Mbgps). The networkic
201570-20 .. O40000EE  NETCFG-UTILITY: Running wih corfiguration: 52 25,
2015-10:20 .. 04000107  NETCFG-UTILITY: Trying to resolve the MAC address duplication, subtest 1...
201510-20 .. O40000EC  NETCFG-UTILITY: WARNING! MAL address duplication found.
2015-10:20 .. O4DD00ED  NETCFG-UTILITY: The host with DECnet address 52.25 (AA-00-04-00-15-D0) exdst on the LAN.
201510:20 .. OD40000F1  NETCFG-UTILITY: The traffic was detected on the LAN connected via Reaktek FCle GBE Family
201510:20 .. D40000F2  NETCFG-UTILITY: The connection through the NIC Fealtek PCle GBE Famiy Cortroller’ appear:
N I | b

Save Log in file
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If no issues are found, the utility will offer to check the CHARON TCP/IP networking the same way:

" CHARON Network Control Center %

CHARON Network Control Center.
Step 2 LAM tests.

The CHARDN Network Control Center Step 2 LAN tests.

To start the Step 2 tests please define the IP addness and subnet mask you are using or plan to usa with your CHAROMN installation
oryour LAN's subnet address and subnet mask, f you want to skip that tests check the "Skip tests’ checkbox below,

WARNING: The IP address duplication test can result in the boosing connections by the Windows host that using the |P address
you specily.

The whole Step 2 tests duration depends on the size of you subnet. Typscaly, for class C networks, or subnetted networks with
amourt of node ™ 256 the whole Step 2 tests took ™15 minutes madmum.

Desired IP address (or subnet address) |

Subnet mask [

[~ Skip tests
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Enter the IP address and subnet mask to be used by the CHARON guest then press the "Next" button:

| CHARON Network Control Center %

CHARON Network Control Center.
Step 2 LAM tests.

The CHARDN Network Control Center Step 2 LAN tests.

To start the Step 2 tests please define the IP addness and subnet mask you are using or plan to usa with your CHAROMN installation
oryour LAN's subnet address and subnet mask, f you want to skip that tests check the "Skip tests’ checkbox below,

WARNING: The IP address duplication test can result in the boosing connections by the Windows host that using the |P address
you specily.

The whole Step 2 tests duration depends on the size of you subnet. Typscaly, for class C networks, or subnetted networks with
amourt of node ™ 256 the whole Step 2 tests took ™15 minutes madmum.

Desired IF address (or subnet address) | 12 168 . 1 .
Subnet mask [255.255.255.0
[~ Skip tests
< Back Mest » Cancel Help
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The Network Control Center will display the log of the performed operations:

I~ Show detailed log

B CHARON Metwork Control Center
CHAROMN Hetwork Control Center.
Application log & results.

[ ate: | Meszszage ID: | Mezsage Text -
240820 ... 04000118 METCFG-UTILITY: Rurining the sublest 3.

200402820 ... 04000114 METCFG-UTILITY: Rurring the sublest 4.

20040220 ... 04000028 HETCFG-UTILITY: WaRMIMG! The possible I[P address conflict iz found.

20M4-08.20 . 04000129 METCFG-UTILITY: Thea 192.168.1.36 have two MAC address 00-07-E9-15-8C17 and 00-0C-61
24-02-20,,, 040000128 MHETCFG UTILITY: "WARNIMG! The possible IP addiess conflict is found,

20M4-08-20 ... 04000129 METCFG-UTILITY: The 192.168.1.36 have two MAC addiess 00-07-E9-15-8C-17 and 00-0C-6
204-0s-20 ... 04000128 HETCFG-UTILITY: WARNING! The possible I[P address condlict is fownd.

204-02-20 ... 04000029 METCFG-UTILITY: The 192.168.1.36 have lvsa MALC addeesz: 00-07-E9-15.5C-16 and 00-0C-6
204-08-20 . 04000028 HETCFG-UTILITY: WARNIMG! The possible [P address conflict is fowund.

2014-02.20 . 0400029 METCFG-UTILITY: The 192.168.1.26 have bwa MAL address 00.07.-E9-15.5C-16 and 00-0C-El
20040820 .. 04000128 METCFG-UTILITY: WARNIMG! The possible I[P address condlict iz found,

2M4-08-20 ... 04000129 METCFG-UTILITY: The 192.168.1.36 have two MAC address 00-07-£9-15.5C-17 and 00-0C-6
20140820 ... O40000F4  METCFG-UTILITY: MAC address duplication does not found, =
2014-02-20 ... 040000F1 METCFG-UTILITY: The hialfic was detecled on the LAN connected via ‘Realtek PCle GBE Far
20M14-08-20 ... D40000F2 HETCFG-UTILITY: The connection thaawugh the NIC 'Realtek PCle GEE Family Controller’ appe
200140220 ... 040001 B4 METCFG-UTILITY: The CHAROM Nelwaik Condral Centes Config File suggestion step.
2040820 . 04000047 METCFG-UTILITY: Chooze <MEXT > Wizard bulton [from CConhgFilePage). i
3n~||ﬂ.m.m n.m:ur'rm.t BIE TR A ITH 1T 1D bard obinned ba e ear -

Save Log i file

< Back Firiizh Cancel Help

Select "Show detailed log" for more detail.

Press the "Finish" button to exit.
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Disable "offload" parameters

The Network Control Center is able to disable "offload" parameters for CHARON. It is highly recommended to disable them to avoid problems with TCP/IP
networking.

Start the utility, select "Disable TCP chimney offload for CHARON" and press the "Next" button:

R R o

CHARON Network Control Center =

CHAROM Hetwork Contiol Center.
Intraduction page.

The CHARON Metwork Control Center desigred to manage CHAROM networking inchading:

« Installation//de-installation of the CHAROM nebwodk. drivers;
- Configuiing phwsical adapters 1o be used by the CHARDM Host system;
- Troubdeshoating the phyzical adaples setup;
» Checking the connechion rehabdily.
- Checking that adapter supports MAL addiess change.
- Chiecking for the MAC addiess duplication on the LAN;
- Checking for the 1P addess duplication on the LAM:
- Suggesting the configuration fle sethings;
- Dizable TCP chimney offioad for CHARON emulstoss;
- Moritoring MIC actnaty
[HDNS divves v, 5.3.0 oo later should be installed
and CHAROM running to enable Manitos festuwe:

Select the desved function and clhick Next bulton fos continue.

~ Fleaze selact the achon to continue:

" Install/Upgrade

" Configure NIC

" Troubleshoot MIC dedicated for CHARON
i* Disable TCP chimney offioad

" Monitor CHARDN MIC actiity

Back Hext » Cancel Help

The "offload" parameters will be reset for all CHARON emulators (executable files).

Press the "Finish" button to exit.

/I', Please note to restart the CHARON host to enable this settings.

= More information on details of disabling TCP chimney offload is available
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Operating Notes Charon version Configuration
system steps
Windows TCP Chimney offload must be disabled. ® CHARON-VAX V4.7 and Configuration
2008 R2 CHARON-AXP V4.7 Build type 1
Note: TCP Chimney Offload is a networking technology that helps transfer the 171-10 and above
Windows workload from the CPU to a network adapter during network data transfer. (patched)
2012 R2 ® Charon-AXP/PDP/VAX
. V4.8 Build 183-02 and

Windows Warning above l(" atched) "
2016 The commands to enable and disable TCP Chimney Offload for P

specific applications and ports require that the Windows Firewall old : f Confi ti
Windows service and Base Filtering Engine (BFE) services are running. Before Chaer:):‘flg(lg;l:DoPNAX tyg: gura on
7 using these commands or the Network Control Center Utility, ensure

that the Windows Firewall service and BFE service are running.
Windows
D ) . . I Do not use the network
Windows I Running guests will have to be powered off/on for the new settings to be control center utility to disable

10 taken into account. TCP chimney offload. Please use
only the manual settings

. - ) described in this chapter
— To check TCP Chimney offload is disabled, use the following commands:

C.\ W ndows\ syst enB2>net sh int tcp show gl obal

Querying active state...

TCP d obal Paraneters

Recei ve-Side Scaling State : enabl ed

Chimey O fload State . disabl ed
Net DVA Stat e . disabled
Direct Cache Access (DCA) . disabl ed

To revert back to the original settings manually, use the following command:

C:\ W ndows\ syst enB2>netsh int tcp set gl obal
chi mey=aut omatic

Older I Running guests will have to be powered off/on for the new settings to be Charon-AXP/PDP/VAX versions = Configuration
versions  taken into account supported on these old type 3

of versions of Windows

Windows

Configuration type 1

® Charon-AXP/VAX V4.T:
® open the Start menu, select "All Programs" then "CHARON", select your Charon product version, "Utilities" then "Network
Controler Center version x.xx".
® Charon-AXP/PDP/VAX V4.8:
® Double click the "CHARON Virtual Machine Manager" icon on desktop or select this utility in the tray menu; select "Host
Information and Utilities" section and press "Network Control Center" button.

® From the "Network Control Center" utility main page, select the "Disable TCP chimney offload for CHARON" option:
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The CHARON Matwerk: Contrel Carer designed to manags CHARON netwodking including:

= Installation.de-nataliation of the CHARDN networ drivers:

- Corfiguring pinsical adaplers to be used by the CHARON Host system;
- Troubleshooting the physical adapter setup:

= Checking the connection relabdty.

- Suggesing the configuration fils ssifings;
- Disable TCF chimney offioad for CHARDN emutsiors:
- NIC activity
(MDIS driver v 5.3.0 of Iser should ba rslalad
ard CHARON nunning to enable Manior festure):

Salect the desired funclion and cick Ned buthon for continue.

® Click on the "Next" button.

® The TCP Chimney offl

oading will be disabled:

LY

CHARON MNetwork: Conlrol Cender.
Apphcation log & resuks.

Diste: | Message ID: | Messsge Text:

200150205, 04000251 NETCFE-UTILITY: The NIC ‘nt=l(Fl) PRO/1000 MT Metwork Connestion’ configured for CHAR
20150205, 04000126 NETCFE-UTILITY: The NIC Intel(H) PRO/1000 MT Network Connection’ configuration is comes
20150205, (4000126 NETCFE-UTILITY: The NIC Inted(H) PRO./1000 MT MNetwork Connection’ configuration is come
20150205, (4000126 NETCFE-UTILITY: The NIC Inted(H) PRO/1000 MT Network Connection’ configuration is come
20050205, (4000126 NETCFZ-UTILITY: The NIC inted(H) PRO/1000 MT Networks Cornection #7° configuration is o
20150205 (4000126 NETCFG-UTILITY: The NIC Inted(H) PRO/1000 MT Networks Cornection 527 configuration is
2015-02-05... (4000126 NETCFG-UTILITY: The NIC Intel(H) PRO/1000 MT Network Connaction’ configuration is come
20150205, (4000148 NETCRG-UTILITY: Choose <BACK: Wizand button from CChooseadapber_Configh
2015-0205... 04000250 NETCRG-UTILITY: The NIC intel{H) PRO/1000 MT Netwerds Cormaction 24" net configured for

2015-02-05... 1 NETCRG-UTILITY: The MIC intel{H) PRO/1000 MT Netwer: Cormaction 23 configured for CH
20150205 NETCFG-UTILITY: The MIC intel(R) PRO/ 1000 MT Netwers Cornection 52 cenfiguned for CH
20150205 NETCFG-UTILITY: Tha NIC Intel(R) PRO 1000 MT Hetwerk: Cormaction’ configured for

2015-02-05... (400009F HETCFG-UTILITY: Deiver is at T:\Windows'system INDRIVERS eripacket sy’
201502-05... 04000040 NETCRG-UTILITY: Driver is CTHARDN Packet Protocel (NDISE) Driver

20150205 (4000041 NETCRG-UTILITY g 16300
20150205 04000267 NETCFG-UTILITWTCFP offlaad OFF
20150205 04000147 NETCRG-UTILITY: > button from ClriraductionPage).

‘| mn | b

™ Shew detaded log

Save Login fle |

-
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® Click on the "Finish" button to exit.

Configuration type 2

® Open a command line windows with Admin rights
® |ssue the following command:

C:\> netsh int tcp set global chi mey=di sabl ed

® Delete all occurrences of Charon executables in the following table if any as described below:

C:\> netsh interface tcp show chi mey

C:\> netsh interface tcp del ete chi nmeyapplication application="C:\Program Fi | es\ CHARO\\ Bui | d_16400\ x64\ as1000. exe"

Configuration type 3

Intelligent packet processing should be switched off for the network adapters dedicated to CHARON-AXP (naming of the parameters depends on the
network adapter driver):

Adaptive interframe spacing
Flow control

Interrupt moderation
Interrupt moderation rate
Ipv4 checksum offload
Jumbo packet

Large send offload

Disable Priority and VLAN
TCP checksum offload
UDP checksum offload

To do so, open the "Control Panel", select "Network and Internet" and "Network Connections". Right click on the adapter you dedicated to
CHARON, select "Properties” and click on the "Configure" button.

Select the "Advanced" tab and disable the properties mentioned in the list above.

Example:
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= CHAROM_NIC
%!/ _ Enabled
@ Intel(R) PRO/1000 MT Netwark C...

L !

Intel(R) PRO/1000 MT Network Connection Properties =

General | Advanced |Dri'u'er | Details | Power Managaﬂarﬂ

The following properties are available for this netwark: adapter. Click
the property you want to chanoeggthe [eft, and then select its value
on the right.

Property:

Adaptive Inter-Frame Spacing
Flow Cortrol i
Imtemupt Moderation
Intermupt Moderation Rate
|Pv4 Checksum Offload
Jumbo Packet

Large Send Offload (|Pv4)
Link Speed & Duplex

Locally Administered Address
Mumber of Coalesce Buffers
Priority & YLAN

Receive Buffers _ 5
TCP Checksum Offload (IPv4)
Transmit Buffers 2

Value:

Disabled =

m

| ok || cancel

Once all parameters have been turned off, click on the "OK" button.
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Monitoring the CHARON network activity

The Network Control Center is able to monitor CHARON network activity. This function is available only if CHARON is running.

Start the utility, select "Monitor CHARON NIC activity" and press the "Next" button:

CHARON Network Control Center.
Introduction page.

The CHARON Metwork Control Center designed to manage CHARON netwaorking including:

« Installation/de-installation of the CHARON network drivers;
- Configuring physical adapters to be used by the CHARDM,Host system;
- Troubleshoating the: physical adapter setup;
- Checking that adapter supports MAC address change.
- Checking for the MAC address duplication on the LAN;
- Checking for the IP address duplication on the LAM:
- Dizable TCP chimney offioad for CHARON emulstors:
- Monitoring MNIC activiy
(MDIS driver w. 5.3.0 or later should be instaled
and CHAROMN running to enable Monitor feature);

Select the desired function and click Neat button for continue.

Flease select the action to continue:

" Instal/'Upgrade

™ Configure NIC

" Troubleshoot NIC dedicated for CHAROMN
" Disable TCP chimney offioad for CHARON
* Moniter CHARDN MIC activiy
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Select the network interface to monitor (it must be dedicated to CHARON) and press the "Next" button:

CHARON Network Control Center.
Chaoose CHAROM Adapter.

Flease select adapter you want 1o manitonng.

CHAROMN Metwork Control Center assumes, that you are using selected adapter for CHARON nefworking, unless it is detected
as multiplexed, Please take care and do not select the adapter. you are using for your Windows netwarking,

To start CHARON NIC monitoring, select the adapterfs) from the list and click the Neot button.

Adapter Name [ Comment |
ﬂ Intel{R) 825730 Gigabit Metwork Connection  PHYSICAL USED BY THE HOST "M5C”
%] Realtek PCle GBE Family Controller PHYSICAL DEDICATED TO CHARON "Charon™

Reset Adapter Statistics

< Back Mest » Cancel Help
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The utility will display statistics updated in a real time. Note it is possible to record the statistics in a log file with a selected write interval.

CHARON Network Control Center.
HIC activity monitar.

Statistics for adapter:

IH&M FCle GBE Family Controller

Statistics name | Packet statistics data

MAC address: F8-D1-11-D0-E7-EEDECNET M/A)
Users: 1
Mode; CHPACK

(16258)

L]
{17153)
BT

ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂh*ﬂﬂ
=

SSSE5SEE88S

< Back
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Press the "Next" button to stop the recording and to see the log of this operation:

20151020 ... 04000251 NETCFG-UTILITY: The NIC Realek PCle GBE Family Controller” corfigured for CHARON networ
20151020 ...  0400012E NETCFG-UTILITY: Selacted adapter: Reatal: PCle GBE Family Controller (PHYSICAL DEDICATE
20151020 ... 04000251 NETCFG-UTILITY: The NIC Realtek: PCle GBE Family Controller’ configurad for CHARON networ
201510-20 ... 04000147 MNETCFG-UTILITY: Choose <NEXT> Wizard button from CChooseddapter).

1 | m |

[~ Show detaled log
Save Log in file

——
CHAROM Network Contrel Center =
CHARON Network Control Center.
Application log & results.
Diate: | Message |0 I Mezsage Text:

Select "Show detailed log" for more detail.

Press the "Finish" button to exit.
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MkDisk

Table of Contents

General Description

Creating empty disk container

Creating disk metadata

Creating custom disk image

Getting information about available disk types

General Description

The "MkDisk" utility is used to create CHARON standard or custom empty disk containers (disk images).

Open the CHARON Virtual Machines Manager, switch to the "Host Information & Utilities" tab and press the "Virtual Disk Tool" button:

540 - CHARON VM Manager

VM Control | VM Configuration Host Information & Utilities

The list of CHARON emulstors:

CHARON-&P, 4.9.194001:
AlphaServer GSB0, AlphaServer G5320, AlphaServer GS1ED. AlphaServer ES45, AlphaServer ES540, AlphaServer D525, AlphaServer D520,
AlphaServer DS15, AlphaServer DS10L, AlghaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaServer 2100, AlphaServer 2000, &lphaServer 1200, AlphaServer 10004, AlphaServer 1000

The list of most recent installed components and tools:

Sentinel HASP RureTime environment versiors 7.80L7E022.1

HASP License Details application (hasp_view]v. 1,28

License Update tool (hasp_rus] v. 7.3

Metwork Conliol Center application [netdiag] v. 1.52

CHAROMN device check application [devcheck] v. 1.4

Vitual Disk tool [mkdskwin) v. 219

Sentinel Admin Control Center HASP Licenze Detailz License Update Tool Metwork Control Center Device Check Tool Wirlueal Digk Tool
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The main dialog of the utility will appear:

A

File Help

’ enag neered solutions

[ ~ |

Stl’Ol’ﬂ&lS}/S

Dizk Image generatorn for Windows

|AJI contrallers ;J

|elect Disk Type -l

[

Sechars:

— Disk Properties

e [ [ Mumberofblocks [

[ ek [

Create [isk

Irmage | Cuestorn Disk | Create Metadata... |

WWW.STROMASYS.COM
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Creating empty disk container

Select "Alpha AXP" in the "Select System" drop-down list, "SCSI" in the "All Controllers" drop-down one and choose the desired disk type in the "Select
Disk Type" drop-down list to create an empty disk container:

I MEDISE

File Help

B Sromasys
’ engineered sc-'ui-.’_'urusy

Digk. Imane generaton for Windowes
].ﬁ.rpl'la AxP LI

|F|224

— Disk. Properties

Siee: [ 2001 [Mb Mumberofblocks [ 408792
Sectors [ @ Block size | 512

Create Disk Image I Custarn Disk | Create Metadata... |

WWW.STROMASYS.COM
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Press the "Create Disk Image" button to proceed. A dialog asking to specify the name of the disk image will appear:

D e —— |

%v[j, » Computer » Kirill () » My Disks = | 4 || Search My Disks

Organize « Mew folder
= Mame Date modified Type

“-J Libraries

E Docurnents

o' Music

=] Pictures 2

"7 Subversion

B videos

Mo iberns match your search.

8l Computer
&L il (C)
5 nikolaey (\imsen
- 4| Hr

File name: | g8 S

Save astype: | Disk images (*.vdisk)

() Hide Folders Swe | | Cancel

Browse to the target directory, specify the name of the disk image and press the "Save" button. The process of creating the disk container will start:

I

Cancel

The target disk image is created - along with its metadata file (see below) once the process completes.
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Creating disk metadata

The disk image metadata file contains important information about the target disk image structure - it is used by CHARON, automatically created with the
same name with a different extension.

This functionality is needed if you have a disk image of a certain type and you want to generate a metadata file for it.

To create a metatada file press the "Create Metadata..." button:

File Help

stromasys

Dizk Image generatorn for Windows

| Alpha AP

=
[scsi =

|Rz24
— Disk Properties
See | 2001 [Mb Number of blocks 405732

Sectors: I = Block size: I 512

Create Disk Image | Cuestorn Disk | Create Metadata... |

WWW.STROMASYS.COM
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The "MkDisk" utility will ask you to select a disk container for which to create the metadata file:

1! Open

O_O [J + Computer » Kirill (C) » My Disks

Organize « Mew folder

%# Dropbox *  Mame

% RecentPlaces

|| RZ24.vdisk

4 Libraries
E Documents
Jl husic
/=] Pictures
[E7 Subwversion
B videos

1M Computer
&, Kirill {C:)
¥ mikelaey (Vumscn

- | +y | | Search My Dhsks

(55
[
i

1

Date medified Type

2010.201511:31

VDISK File

|

~ [l

i

File name:

P2 d4oeddisk

)

~  |Diskimages (“wisk)

)

[ oeen ] |

Cancel

)

Sizs
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Select the target disk image and press the "Open" button. The utility will display a dialog for adjusting/correcting the disk image parameters:

Metadata configuration dialog @

Geometry SC51
Bytes per seckor: | alz Yendor: | DEC
Sectors per krack: | 35 Product: | P24
Tracks per cylinder: | a Fevision: | 0200
Cylinders per unit: | 1348 LDID: |
Sectors per unik: | 409792 WWAT: |

MSCP SC5
Media bvpe class; Mode name:
Media tvpe name; | Syskem ID:

Special
Contraller I0: | j Description: | DEC RZ24 WINCHESTER
Bad block table: " YES * NO

Correct the desired parameters if needed and press the "Ok" button. The "MkDisk" utility will create a metadata file, having the same name as the target
disk container, with extension ".avdisk"
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Creating custom disk image

Select "Custom” in the "Select System" drop-down list, enter the desired number of blocks in the "Number of blocks" input box, specify the block size (if it
is different from the default value of 512) in the "Block size" input box and press the "Create Disk Image" button to proceed:

3 MEDISK

File Help

stromasys

Digk. Imane generaton for Windowes
|Alpha AP =~

[.MI contrallers 3

i Cuistom Li

lEnhar desired zize n blocks and the block size

— Disk. Properties

Sie: [ 27 [Gb  Mumberofblocks | 5665674
Sectors: | Block size: | 512

CresteDiskimage | CustnDik | Creste Metadata..

WWW.STROMASYS.COM

Specify the location and name of the target disk container and press the "Save" button. The utility will create the disk image.
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Getting information about available disk types

Information about the available disk types the "MkDisk" utility is able to create can be obtained by selecting the "Help->Disk Table" menu item. The
following information dialog will appear:

Supported disks @
Device Description Platform Size [Fb]
R=22 DEC RZ22 WwWIMCHESTER Alpha AP 51216 -
Rz23 DEC RZ23WwWINCHESTER Alpha AP 102432
Rz23L DEC RZ23L WINCHESTER Alpha 2P 118872
R=24 DEC RZ24 wWIMCHESTER Alpha AP 204896
Rz24L DEC RZ24L WINCHESTER Alpha AP 239976
RZ25L DEC RZ25L WINCHESTER Alpha AP 597556
RZ25 DEC RZ25WwWIMCHESTER Alpha 2P 416268
Rz 26R DEC RZ26B WINCHESTER Alpha AP 1025430
R=27 DEC RZ27 wWIMCHESTER Alpha AP 1562704
R 28R DEC RZ28B wWINCHESTER Alpha AP 2055240
Rz29B DEC RZ29B WINCHESTER Alpha 2P 4130040
R=29 DEC RZ29%WIMCHESTER Alpha AP 4190040
Re7a DEC RZ74 wWINCHESTER Alpha AP 3488187
RZ35 DEC RZ35WINCHESTER Alpha AP 32314 —
RZR5 DEC RZ55WIMCHESTER Alpha 2P 330480 =
RZ56 DEC RZ56 WIMNCHESTER Alpha AP BE09E0 B
RZR7 DEC RZ57 wW/IMCHESTER Alpha AP 937255
R=ha DEC RZR8 WINCHESTER Alpha AP 1349587
R=54 DEC RZ53 wWIMNCHESTER Alpha 2P aavyany
RE73 DEC RZ73%wWIMCHESTER Alpha 2P 19539855
EZ51 DEC EZ51 WINCHESTER Alpha AP 115236 -
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MkDskCmd

Table of Contents

® General Description
® Creating disk images
® Resizing disk images

General Description
The "MkDskCrd" utility:

® Creates empty disk images of a given standard or custom disk type or a custom disk size
® Transfers existing disk images of one type to disk images of another type.

To start the utility open "cnd. exe" from Administrator in the Start menu and switch to the CHARON installation folder then the "\ Bui | d_ XXX\ xXX" child
folder where the utility is located.

Creating disk images

The first step is to obtain the disk type of the disk that needs to be created:

...> nkdskcnd -1i st

This command results in a list of all the supported disk types.

Choose the desired disk type (for example "RZ22") then use the "mkdskcnd" command to create the virtual disk image as shown below:

...> nkdskcnd -disk rz22 -output rz22.vdisk

A disk container "rz22.vdisk" will be created in the current directory.

A file "rz22.avdisk" will also be created. This file helps CHARON to accurately recognize a specific disk image type. It is recommended to put
the ".avdisk" file in the same directory as the created disk image.

It is also possible to create custom disk images using the "- bl count " (blocks count) and "- bl si ze" (blocks size) switches.

© Stromasys, 2019 164 /390



Document number: 60-16-035-002

For a list of all available parameters use the "—hel p" switch:

... > nkdskcnd -help

nmkdi sk for CHARON utility v. 1.17
Copyri ght: STROVASYS, 2017

Usage:
nmkdskcmd [ Opti ons]

Opt i ons:
-h, -help - display help screen

-0, -output <file> - specify output file nane

-d, -disk <nane> - specify the disk nane from Di sk table

-z, -blsize <value> - specify the block size in bytes (customdisk image)
-c, -blcount <value> - specify nunber of the blocks (custom disk inage)
-a, -avtable <file> - specify AVDISK table file

-r, -resize <file> [<di sk-nane>]
- resize the disk i mge
<file> - file name of the disk inage to be resized
<di sk-nanme> - nane of the disk fromthe Disk table

<file> will either have the specified nunber of blocks added to the
end or be truncated at the new snaller size.

To specify a customdisk size, use the follow ng paraneters:
-resize <file> -blsize <value> -bl count <val ue>

-s, -shrink - mandatory paraneter when resizing to snaller disk
-1, -list - to display AVDI SK tabl e
-g, -quiet - run in quiet node

Return val ue:
0 - Success
Non zero - Failure

Exanpl es:

nkdskcnd - hel p

nkdskend -1 st

nkdskcnd - avt abl e nkdsk. vtabl e -out put rk07.vdi sk -disk rk07

nkdskcnd - out put di sks\ custom vdi sk -bl size 512 -bl count 16384

nkdskcend -r E:\disks\rz22.vdisk rz59 -a "C:\Program Fi | es\ CHARON di sks\ mkdsk. vt abl e"

The "- avt abl e" parameter is used to work with an alternative disk specification database or to point to the standard database ("nkdsk. vt abl e") ifitis
in a location other than the current directory.

The "- bl count " (blocks count) and "- bl si ze" (blocks size) switches are used to create custom disk images.
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Resizing disk images

The "MkDskCnd" utility is able to resize (copy) disk images of one type to a disk image of another type.
This operation is needed, for example, to obtain more free space on a disk image that already contains data.
Notes:

® |tis not possible to add more free space dynamically. The virtual machine must be stopped before performing this operation.

® Resizing a disk image requires the operating system running on the Charon virtual machine to be able to handle Dynamic Volume Expansion.
Please refer to the documentation of your operating system version. If this is not supported, please create a new virtual disk then backup and
restore the existing data.

If a source disk image is larger than the target disk image, the extra data is lost. If the source disk image is smaller, it will be extended and
padded with null bytes (\0').

An example of the syntax follows:

...> nkdskcnd -resize <source disk file name> <source di sk parameters> [-shrink] [-k]

where:
® <source disk file name> - the file name of the disk image to be resized
® <source disk parameters> - the disk type taken from the list of available disk types displayed by the "nkdskcnd -1 i st" command or the disk
geometry specification (see below).
® _shrink or-k -used to force the shrink when the target disk size is smaller than the source disk size.

Example:

...> nkdskcmd -resize "C:\My Disks\rz22.vdisk" rz25

It is also possible to specify the disk parameters manually with "- bl count / -c" (blocks count) and "- bl si ze / -z" (blocks size) switches:

...> nkdskcnd -resize <source disk file name> -blsize <nunber> -bl count <nunber>

Example:

...> nkdskcnd -r "C:\ My Disks\customvdisk" -z 512 -c 262134

There is a certain delay between the moment when the utility reports that a disk image has been resized and its actual availability to CHARON.
This delay can reach up to several minutes in the case of very large disk resizes. This is because the host operating system needs time
for the actual allocation of the enlarged file on HDD.
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HASP View

Table of Contents

® General Description
® Getting CHARON licenses content

General Description

The "HASP View" utility is used to display the CHARON license content.

Open the CHARON Virtual Machines Manager, switch to the "Host Information & Utilities" tab and press the "HASP License Details" button:

M Manager

WM Control | VM Configuration Host Information & Utilities |

The list of CHARDN emulstors:

CHARON-&P, 4.9.19401:
AlphaServer GSB0, AlphaServer G5320, AlphaServer GS1ED, AlphaServer ES45, AlphaServer ES40, AlphaServer D525, AlphaServer D520,
AlphaServer DS15, AlphaServer DS10L, AlghaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaServer 2100, AlphaServer 2000, &lphaServer 1200, AlphaServer 10004, AlphaServer 1000

The list of most recent installed components and tools:

Sentinel HASP Rur-Time environment versior: 7.80L7E022.1

HASP License Details application (hasp_view]v. 1,28

License Update tool [hasp_rus] v. 7.3

Metwork Conliol Center application [netdiag] v. 1.52

CHAROMN device check application [devcheck] v. 1.4

Wittuad Digk tool [mkdskwin] . 219

| Sentingl Admin Contral Center HASP License Details License Update Tool Metwork Cortrol Center Device Check Tool Wirlual Digk Toal
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Getting CHARON licenses content

The "HASP View" utility displays the content of the licenses to be used by CHARON.

Example:

icense Details

License keys: 1951572427 (M) | 1918154100 ()

LLicense Manager running at host: KIRTLL A
License Manager [P address: 127.0.0.1

Senbnel-HL Net key detected.
The Fhvysscal Key ID: 1423726238
License type: License Dongle (MNetwork capable)

CHAROM Sentinal HASP License key section

Thez License Number: 003.msc. test.center, kirll
Thee License Keyld: 1422726236

Thes Master Keyld: 827774524

Release date: 13-1AN-2017

Release time: 13:54:25

Update rumber: 1

End Lisar name: MSC

Furchasing Customer name: STROMASYS

Virtual Hardware: PDP 1193, PDP1194

Product Name: CHARON-FDP

Product Code: CHPDP-430oc-WT

Major Yersion: 4

Minor Version: 8

Oparating system type requirements: 38ut, G4t
Hast Operating System required: WINDOWS, LINUX
CPU's allpwed: 16

Madmur virtual memory: 65536M8

CHAPT enabled

Product expiration date: 02-Oct-2017 02:55
Instances allowed: 2

Refresh curenticense | Ruefresh hcenses kst Copy boense detals to Cipboard Exit |

Use the "License keys" tabs to view the content of the CHARON licenses found.
Press the "Refresh key list" button to look for newly added and available licenses.

Note: collecting the license content may take some time. Use the buttons located at the bottom of the window to refresh the license content and to copy
the license details to the clipboard if needed.

Press the "Exit" button to exit from the utility.
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License Update Service
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® General Description
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® |nstallation and update of a CHARON license

General Description

The "License Update Service" utility is used to manage CHARON licenses, collect the host system fingerprint.

Open the CHARON Virtual Machines Manager, switch to the "Host Information & Utilities" tab and press the "License Update Tool" button:

» CHAROMN VM Manager

WM Control | VM Configuration Host Information & Utilities |

The list of CHARDN emulstors:

CHARON-&P, 4.9.19401:
AlphaServer GSB0, AlphaServer G5320, AlphaServer GS1ED, AlphaServer ES45, AlphaServer ES40, AlphaServer D525, AlphaServer D520,
AlphaServer DS15, AlphaServer DS10L, AlghaServes DS10, AlphaServer 800, AlphaServer 4100, AlphaServer 4000, AlphaServes 400,
AlphaServer 2100, AlphaServer 2000, &lphaServer 1200, AlphaServer 10004, AlphaServer 1000

The list of most recent installed components and tools:

Sentinel HASP Rur-Time environment versior: 7.80L7E022.1

HASP License Details application (hasp_view]v. 1,28

License Update tool [hasp_rus] v. 7.3

Metwork Conliol Center application [netdiag] v. 1.52

CHAROMN device check application [devcheck] v. 1.4

Wittuad Digk tool [mkdskwin] . 219

| Sentingl Admin Contral Center HASP License Details License Update Tool Metwork Cortrol Center Device Check Tool Wirlual Digk Toal

Collecting the host fingerprint and information on an existing license

Open the "Collect Status Information" tab.

Select either "Update of existing protection key" to acquire information on the current hardware of software license or "Installation of new protection key" to
get information on the host system.
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Collect Status Information | Apply License File I Transfer License |

IIIIIIIIIIIIIIIL

(_) Update of existing protection key
i@ Installation of new protection key

Collect information from this computer to enable:

Press the "Collect Information" button and save the fingerprint or the information on the current license to a "*.c2v" file:

5? Save Key Status As

Organize « Mew folder

GOvl J. v Computer » Local Disk () » Temp »

- | +y | | Search Temp

0 Favorites Name
B Desktop ). DETSW
J. Downloads
£3 Dropbox

"l RecentPlaces

4 Libraries
fl Decuments
J’ Music
=] Pictures
57 Subversion
i Videos

1]

M Computer
&, Local Disk (C)
Ca Local Disk (E:)
5 nikelaey (\imscn

File name: Fingerprint

| Install_Win7_7085_05262014

Date modified

20.06.2014 16:54
23.06.2014 18:10

Type Size

File folder
File folder

Save 25 type: | Update receipt file (*.c2v)

= Hide Folders

Press the "Save" button to create the "*.c2v" file and send this file to STROMASYS to receive an update of the current license or a new license.
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Installation and update of a CHARON license

Open the "Apply License File" tab and press the "..." button:

| Collect Status Information | Apply License File | Transfer License |

llll‘l‘l‘ll‘ll‘l‘l‘llllL‘

LIpdate File
Apply Update
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Select the license "*.v2c" file received from STROMASYS:

%ﬂj v Computer » Local Disk (&) » Temp » 'I"ll Search Temp

Organize Mew folder == - O o

< Favorites Mame Date modified Type Size

B Desktop ). peTSw 20.06.2014 16:54 File folder
|, Downloads 1 Install_\Win7_7085_05262014 23.06.2014 18:10 File folder

opbox ,._] our License.v. - ile
£ Dropb Your Li 2c 01.08.2014 16:17 VZC Fil 1KB
'ﬁ'. RecentPlaces

7 Libraries
E’I Documents
Jl Music
= Pictures
57 Subversion
. Videas

8 Computer
&, Local Disk (C3)
= Local Disk (E:)
5# nikolaey (\\mscmail

€l Metwork

File name: | A supported files (“h2r "v2c * |

| Open |v| | Cancel .I_

Press the "Open" button and then the "Apply Update" button in the main dialog box to apply the new license or to update an existing one.
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License expiration check

Introduction

The license expiration check utility is provided with the CHARON-AXP V4.9 kit, this utility will execute once a day at 09:00 AM and will send Windows
Application Events 15 days before expiration. No other action will be taken unless you customize the expi r edl i cense. bat script. The utility can be
found in the Charon installation folder under the "Redistributables\Stromasys" child folder.

The installation process is described below. It is recommended not to update the example files given with the kit as they could be overwritten by a patch
installation or product upgrade. It is preferable to copy them in a dedicated folder.

Related products CHARON-AXP (= V4.5) and CHARON-VAX (= V4.5)

Operating systems = Windows 7, Windows 8.1, Windows Server 2008 R2, Windows Server 2012 (R2), Windows Server 2016

Table of contents

® Description
® Step-by-step guide
® |nstallation
® |nteractive check
® Scheduled task creation
® Scheduled task creation using the Graphical User Interface
® Scheduled task creation using the Character User Interface
® Configuration file example
® Hints
® Sending alerts via email - example
® Email account password encryption
® Powershell script used to send emails
® expiredlicense.bat file settings
® Scheduled task settings update
® Related articles

Description

The goal of this Powershell script is to read the license content and send alerts 15 days (by default) before expiration. This document is related to the kit
version 1.9.

Alerts consist in:

®  Adding a Windows Event entry in the Application log
B Executing a customized script named "expi r edl i cense. bat " that can execute actions at your convenience: send an email, send an event to a
monitoring software, etc...

Alert levels are defined as follows:

Days before expiration (date limited license) Hours before expiration (time limited license) Alert level
Between 7 and number of days defined (15 by default) Between 73 and 96 hours Informational
Between 3 and 7 Between 49 and 72 hours Warning
Less than 3 and expired Less than 49 and expired Error
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Step-by-step guide

Installation

B Create a folder dedicated to store the scripts, for example: "C: \ Char on"
®  Download the kit from our SFTP server (please ask us connection credentials if you have no access) and extract all files in this folder.
o The kit contains some files, their usage is described further in this document.

B Optionally create the "expi r edl i cense. bat " file in the same folder and customize it at your own (to send emails for example).

9 If the script does not exist, a warning event will be posted but it will not prevent the script from running. In this case only Windows Application
events will be sent.

Below is a simple example to append entries in a log file. You will find further in this article an example on how to send an email using powershell.

echo Y%date% % ime% % 9% >> C:\Charon\expiredlicense.| og

Notes:
B "o4" corresponds to the severity level and can be "informational", "warning" or "error"
B "9®" corresponds to the alert message containing the license number, the product name and the expiration status

Interactive check

®  Open a command line window
®  Move to the folder you created, example: C: \ Char on
B Execute the powershell script. The following parameters can be passed to the script:

B "_fol der"is used to specify where the scripts (.ps1 and .bat) are stored. If not specified, default is "C. \ Char on"

B "_nbdays" is used to specify the number of days before expiration to start sending alerts, default is 15

B "_nbhour s" is used to specify the number of hours before expiration of a backup/spare license (time limited) to start sending alerts,
default is 96. Must not be lower than 72.

B "_usevani || a"is used in case the hasp_vi ew. exe program is not able to provide the expiration date in the output file (bug found in
builds 18304 and 18305 with hasp_vi ew. exe version 1.26). In this case, the script will use the hasp_vi ew. exe program located in the
"xxxxx_ORlI G NALS_xxx_PATCH_xxx" folder (example: B18302_ORI Gl NALS_AXP_PATCH_X64). The bug is solved with hasp_vi ew
. exe version 1.27 and later.

B "_haspvi ew <hasp_vi ew. exe | ocati on>"is used to specify the location of the hasp_vi ew. exe file. If this parameter is not
specified then the script searches for the location itself depending on Charon installation folder. It is used in case a license server
performs the checks instead of the server hosting the Charon virtual machines. The "- usevani | | a" parameter is ignored if this
parameter is defined.

B "ini <file>"isused to specify a file where the - f ol der, - nbdays, - nbhour s, -usevani | | a, - haspvi ewand - t i ck parameters
can be stored. Priority goes to the parameters passed in the command line then those in the specified file. The file is used to facilitate
updates in the parameters passed in the tasks scheduler (update the file instead of the task).

B "_tick" parameter is used to execute external script (expi r edl i cense. bat ) even if no alert is detected (counter alert for monitoring
software). If used in the .ini file, "1", "y", "yes" or "true" value activates it, other values will invalidate (Example: t i ck=t r ue)

To run PowerShell scripts (files that end with .ps1), you must first set the execution policy to Unrestricted (This operation has to be done once).

To do so, open a command line window (cmd.exe) as an Administrator and use the following command:

c:\ Charon>power shel | -command " Set - Executi onPol icy Unrestricted"

o The ExecutionPolicy can also be set to "Renpt eSi gned". In this case the . ps1 script files will have to be unblocked as described below.

If you are still prompted to allow for execution of the script, please run the following command to unblock the downloaded char on_expchk. ps
1 file:

c:\ Charon>power shel | -conmmand "Unbl ock-File -path c:\charon\charon_expchk. ps1”

Example:
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c:\ Charon>powershell -file charon_expchk.psl -folder c:\charon-nbdays 20

o If the license is not readable (dongle not connected for example), the script will end with an "Unable to generate the license view from hasp_view.exe!"
error, an entry will be added to the Windows Event Application log and the expi r edl i cense. bat script will be executed.

If no script error is detected, it is now possible to create a new scheduled task.

Scheduled task creation

To set this,

® either open the Administrative tools under Control Panel and select "Task Scheduler" or
® execute t askschd. msc from the Windows run command (press Windows key + R)

o Examples are given based on a Windows 2008 R2 server

Right click on Task Scheduler Library, select New folder then enter CHARON.

_E Computer Management
File Action Wiew Help

s | 2B EB

-5- Computer Management (Local)
4 'ﬁ’,_!; System Tools
4 @ Task Scheduler
4 [ lack Scha=-1=~t=x

4 1B Micro Create Basic Task...
[» '@l W Create Task...
.EB W Import Task...
.EB i Display All Running Tasks

[ Event Viewer :
> @] Shared Folde Enable All Tasks History

;i Local Users a ( Flew Eolder... ,'
b @ Performance

Mame

(® GoogleUpda...
® da...

sy Device Mana View }
4 g Storage =
&9 Disk Managd Refresh .Goc
B f'¢ Services and Apy Help b
Author 5YY

Select the newly created folder (1) and on the right pane, select "Create Task..." (2).

1. Do not use "Create Basic Task..." some of the options required aren't available in that wizard.
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File Action View Help

== >2F EE

& Computer Management (Local) Narne Status Triggers Mext Run Time LastRun Time LastRun Result Authd | fActions
a i?§ System Tools o "
4 (F) Task Scheduler e c s
4 Task Scheduler Library & Create Basic Task...
4 1B Microsoft T Create Task... .
' ] W‘!ndows Tl Import Task..
B Windows Defender
1B weD 9 Display All Running Ta...
b cHARON 1 Enable All Tasks History
b [[@] Event Viewer
& 5& Shared Enlel 4 New Folder...

Fill the General tab as below:

General |Triggers | Actions | Conditions | SEﬁingS|

Mame: CHAROM License Expiration Check h
Location: (\CHARON

Authar: bruno-PChbruno

Description:

Security options
When running the task, use the following user account:

bruno-PCibrunc Change User or Group...
) Run only when uzer is logged on
@ Run whether user iz logged on or not ’

Do not store password. The task will only have access to local computer resources.

Run with highest privileges «

Hidden Configure for: ’Windﬂws Vista™, Windows Server™ 2008 "]

| ok || conce |

Select the Triggers tab and set the check interval, for example here: everyday at 09:00 AM
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Mew Trigger

;

Begin the task: |COn a schedule v]
Settings

& Dne fime Start:  4/28/2006 [Ev 90000 = [ Synchronize across time zones

@ Daily

2 11

i) Monthly

Advanced settings

[7] Delay task for up to (random delay): |1 hour

[] Repeat task every: 1 hour - for a duration of: |1 day "
[] Stop task if it runs longer than: 3 days

[C] Expires | 4/28/2017 INAIPM S [] Synchronize across time zones
Enabled

| ok || cancel

Select the Actions tab and configure powershell to be executed with the following parameters:
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Mew Action @

You must specify what action this task will perform.

Action: IStart a program v|

Settings

Program/script:

ChAWindows' System 32\ WindowsPowerShellvwl. 0 powers rll 1 e

Add arguments (optional): 2 b |-fi|e o\ Charon.charon_e
Start in (optional): = ch\Charon 3 3
QK l | Cancel

(1) : Powershell location here is "C: \ W ndows\ Syst enB82\ W ndowsPower Shel I \ v1. O\ power shel | . exe"

(2) : Define the powershell arguments to be added: - fi |l e c:\ Charon\charon_expchk. psl -fol der c:\ Charon (the folder parameter is optional
here as it is the same as the default folder)

(3) : Set the folder to be the one where the scripts reside

o Once the task is created, it is recommended to right click on the task then "Run". To verify the script ran correctly, please check the existence of the "c
har on_expchk. t xt " file in the installation folder (it should contain the license view, if the license is present) and check for events in the Windows Event
Application log if any.

Open a command line window (cmd.exe) and execute the following command:

c:\ Charon>schtasks /create /SC DAILY /ST 09:00 /NP /RL H GHEST /TN " CHARON\ CHARON Li cense Expiration Check" 7

/TR " C:\ W ndows\ Syst enB2\ W ndowsPower Shel | \ v1. O\ power shel | . exe -file c:\Charon\charon_expchk
.psl -fol der c:\Charon"

— Update the schedule type (/SC) and time (/ST) to your desired settings

Start the task as shown below:

c:\ Charon>schtasks /run /TN " CHARO\M CHARON Li cense Expiration Check"

To verify the script ran correctly, please check the existence of the "char on_expchk. t xt " file in the installation folder (it should contain the license view,
if the license is present) and check for events in the Windows Event Application log if any.
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In the following example, the parameters/values are stored in the c: \ char on\ char on_expchk. i ni file.

Example:

#Fol der where the scripts are |ocated
f ol der =C: \ Char on

# Nurmber of days before expiration alert

nbdays=21

# Location of the hasp_view exe file if Charon is not installed
haspvi ew=C: \ Char on

# Send an alert even if no license is about to or has expired

tick=true

To execute the script with the .ini file, use the following command:

c: \ Char on>power shel |

To create the scheduled task, open a command line window (cmd.exe) and execute the following command:

-file c:\charon\charon_expchk. psl -ini

c:\ charon\ charon_expchk. i ni

c:\ Charon>schtasks /create /SC DAILY /ST 09:00 /NP /RL H GHEST /TN " CHARON\ CHARON Li cense Expiration Check" *

/TR " C:\ W ndows\ Syst en82\ W ndowsPower Shel | \ v1. 0\ power shel | . exe *

-file c:\Charon\charon_expchk. psl -ini

c: \ Charon\ char on_expchk. i ni "

— To verify the script is correctly working and to force the creation of a Windows event, and eventually the execution of the "expi r edl i cense. bat "

file, you can:

B either play with the removal of the dongle (if there is, that is no Software License)
B or with the number of days (if the license is not unlimited)
®  or you can specify a folder that does not exist.

Windows Event Application log example - Information alert:

Event 314, CHARON
. General :Duaiig:
License number: 1000.300
Log Mame: Application
Source: CHAROM
Event ID: 314
Level: Information
User: N
OpCode:
More Information:  Even

nline Hel

CHARON License Expiration Check: CHAROM-VAX-6600: all models license is approaching termination (13 days remaining).

Logged: 6/3/2016 9:01:42 AM
Task Categorny: (1)

Keywords: Classic

Computen bruno-PC

y’
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Windows Event Application log example - License dongle not connected:

Event 314, CHAROM

General | Details

Log Mame:
Source:
Event ID:
Level:

Uzer:
OpCode:

Maore Information:

Application
CHARON
314

Error

N/A

Event Log Online Help

CHARON License Expiration Check: Unable to generate the license view from hasp_wview.exe! x(
/e

Logged: 4/28/2016 3:46:17 PM
Task Category: (1)
Keywaords: Classic

Cemputer: bruna-PC

© Stromasys, 2019
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Sending alerts via email - example

Using Powershell we can send alerts via email. You will find below an example with configuration steps.
Configuration details:

" Windows 2008 R2 server
" Powershell V4.0 installed.

u l_ This version is required to have the "- port " option available from the "send- mai | mressage" powershell command.

®  To determine which version of Powershell is installed and upgrade if necessary, see Powershell version, upgrade, enabling scripts
execution, tips and tricks
®  Email account hosted on Office365

Email account password encryption

Due to the email account settings, to be able to send an email we need to generate a CIiXML file that will store the encrypted password as described
below.

o This file will only be valid for the current user and machine. The following operations must be performed using the same user as the author of the
scheduled task.

9 The "<monitoring-account>@<somewhere>" value must be adapted to your configuration

0 When you will execute the "get - cr edent i al " command, you will be prompted to store the password of the corresponding email account, that is the
"sender".

C:\ Char on>power shel |

W ndows Power Shel |
Copyright (C) 2014 Mcrosoft Corporation. Al rights reserved.

PS C.\ Charon> $Fronm="<noni t ori ng- account >@sonmewher e>"

PS C.\ Charon> $Creds=(get-credential -credential $From

PS C:\ Charon> $Creds | Export-di XM C:.\Charon\creds.clixn
PS C.\ Charon> exit

C:.\ Charon>exi t

l_ If the sender's email address or its password has to be changed, the . cl i xm file will have to be recreated.

Powershell script used to send emails

Create a Powershell script named "sendnmai | . ps1"in the "c: \ Char on" folder for example.

0 The sender ($From) and recipient ($To) values must be adapted to your configuration
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Par am(
[string] $lvl = "Information",
[string] $nmsg = "no nessage"

)

$Hostnane = (CGet-Item env:\ COPUTERNAME) . val ue
$Creds = I nmport-clixm C:\Charon\creds.clixm

#--- Customi ze the values below "Front and "To" -----------------------------
$From = "<noni t ori ng- account >@somnmewher e>"

$To = "<sonmeone>@ksonewher e>"

Hm s e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e — o -

send-mai | nessage -to $To -from $From - subj ect "CHARON Li cense Expiration Check
for $Hostname ($lvl)" -body "$nsg" -credential $Creds -sntpserver
snt p. of fi ce365. com -usessl -port 587 -delivery none

—' If you have to specify multiple recipients, an array has to be used as described below.

Example1:

$To = @ "James T. Kirk <kirk@iss-enterprise.fed>", "Spock <spock@iss-enterprise.fed>")

Example2:

$To = @ "kirk@ss-enterprise.fed", "spock@ss-enterprise.fed", "uhura@ss-enterprise.fed")

o The example shown above and another one given with embedded html code and colored email body are part of the kit downloaded previously.
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Office365 email account is given here as an example but you can use "gmail" also and create a free dedicated account to send alerts. In this
case the last line of the script(s) above has to be updated: the "- snt pser ver " parameter has its "snt p. of f i ce365. cont value to be
replaced by "snt p. gnai | . cont' (no other value to update)

I Google may block sign-in attempts when using powershell and send-mailmessage. In this case the sender will receive a "Sign in attempt
prevented" alert email. To allow emails to be sent:

1. Create a dedicated gmail account
2. Allow less secure apps to access your account. See this article: https:/support.google.com/accounts/answer/6010255?hl=en

expiredlicense.bat file settings

Add the following line in the "expi r edl i cense. bat " file:

powershel | -Nonlnteractive -file c:\charon\sendmail.psl -lvl % -nsg %

o This .bat file can be found in the kit downloaded previously.
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Scheduled task settings update

This time, the General tab of the Scheduled task has to be updated in order to store the password and to be able to send the email:

IE—}K HAROD l'kmttp?mthnﬂ "heck Properties ﬁ.ocaiif&mpﬁeﬂ

General | Triggers | Actions | Conditiens | Settings | History (disabled) |

Marme: CHAROM License Expiration Check
Location: YWCHARON
Author bruno-PChbruno

Description:

Security options

When running the task, use the following user account:

brunc-PChbruno Change User or Group...

(70 Run only when user is logged on
@ Run whether user is logged on or not

% Do not store password, The task will only have access to local computer resources,
Run with highest privileges

[] Hidden Configure for: | Windows Vista™, Windows Server™ 2008

| oK

I ’ Cancel

You will be prompted to store the password of the author.

This can also be done using the command line:

c:\ Charon>scht asks /change /TN " CHARON\ CHARON Li cense Expiration Check" /rp <password>

Related articles

® Charon Log monitoring on Windows (logmond) - Best practices for V4.9 and V4.10

® CHARON-AXP and CHARON-VAX on Windows fail to start with digital signature error
® CHARON on Windows - Automated License Expiration Check

® CHARON on Windows - Automated License Expiration Check - Release Notes

® How-to install Charon license expiration check on a Linux server
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mtd
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General Description

"nt d" is a command line utility to:

Create a CHARON tape image from a physical tape.
Write a tape image to a physical tape.

Convert tape images formats.

Test a tape container integrity.

To start the utility open "cnd. exe" in the Start menu and switch to the CHARON installation folder then the "\ Bui | d_XXX\ xXX" child folder where the
utility is located.

Usage

The following are examples of the usage syntax:

Dump tape content to file:

...>nd [options] <tape device nane> <tape contai ner name>

Restore dump to tape:

...> ntd [options] <tape container nane> <tape devi ce nanme>

Convert formats:

...>ntd [options] <tape container nanme> <tape contai ner name>

Examine tape dump and check its integrity:

...> ntd [options] <tape container nane>

Options:
Parameter Description
-1 <file nanme> Creates alog file. The name is "file name".
-r <nunber > Specifies a number of attempts to read a damaged data block

- Ignore bad blocks and continue processing w/o interruption. It implies "-r 0"

-n Do not rewind tape

-p Disable progress reporting

-V Enable verbose tracing of data transfer (implies "-p")
-s Write tape image in SMA format
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-g Gather statistics and print upon completion
-a Do not print logo
Examples:

...>ntd - tapel.txt -r 10 \\.\TapeO "C:\ Charon\ Tapes\tapel. vt ape"

...>ntd "C\Charon\Tapes\tapel.vtape" \\.\TapeO

Tape container formats transfer

Use the following syntax to transfer the CHARON-SMA tape container format to the CHARON-AXP/VAX/PDP one:

...> ntd <SMA tape contai ner nane> <AXP/ VAX/ PDP tape contai ner name>

Example:

...>nd C\charon\tapes\sna_tape.vtape C:\charon\tapes\axp_tape. vtape

Use the following syntax to transfer the CHARON-AXP/VAX/PDP tape container format to the CHARON-SMA one:

...> ntd -s <AXP/ VAX/ PDP t ape contai ner nanme> <SMA tape contai ner name>

Example:

...>ntd -s C\charon\tapes\axp_tape.vtape C \charon\tapes\sna_tape.vtape
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CHARON Log Monitor and Dispatcher

Table of Contents

® General Description

® Starting in background mode

® |nstalling as a service

® Starting the Log Monitor and Dispatcher service

® Stopping the Log Monitor and Dispatcher service

® Uninstalling the Log Monitor and Dispatcher service
® | og Monitor and Dispatcher best practice

General Description

The Log Monitor & Dispatcher is a special program which monitors a guest LOG file produced by CHARON and executes a custom script when it detects
removal of a license.

It runs in the background (as a program or as a service) and periodically scans a specified LOG file. It detects the following messages and executes the
associated scripts (created manually):

Error code Description Script executed
00000424 @ Detected removal of a license. nol i cense. bat
0000040B  License has changed. License detected and online. |i cense_changed. bat

The Log Monitor & Dispatcher service is installed as EmulatorLogMonitor. By default it is installed in such a way that requires explicit actions to be started
(either through a command line interface or using the standard ways of service management). For unattended execution, change the service’s
configuration so that Windows starts the service automatically.

o The tool requires the specific files "nol i cense. bat "and "l i cense_changed. bat " containing specific instructions to be taken in situation of
license absence or change. It is recommended you create these files in the folder (presumably) containing the LOG file.

When it is invoked by the “Log Monitor & Dispatcher”, the current directory of the batch process is set to the same folder from which the “Log Monitor &
Dispatcher” was previously installed as a service or from which it was started as a background process. This means that the user action file may, in
principle, operate with relative paths and relocate (as part of the whole configuration, i.e. together with accompanying LOG file).

The user action file will not invoke interactive applications as it may run in an environment where interactive services do not work, for example:
when “Log Monitor & Dispatcher” is installed as a service.

Starting in background mode

In order to start the Log Monitor & Dispatcher as a background application:

1. Open "cmd.exe" from the "Start" menu.
2. Change current directory to the folder (presumably) containing the CHARON configuration file.
3. Start the Log Monitor & Dispatcher using the following command line as an example:

For single log file:

.> “C:\ Program Fi | es\ CHARON\ Bui | d_XXX\ x64\ | ogmond” C:\ my_charon. | og

For rotating log file:

...> “C\Program Fi | es\ CHARON\ Bui | d_XXX\ x64\ | ognond” -| <l og-directory> -p <l og-prefix>
where:
® <Jog-directory> is the directory where the rotating log files are stored

® <Jog-prefix> is the same as the "configuration_name" value in corresponding CHARON configuration file (or "hw_model", if "configuration_name"
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is not specified).

Example:

...> “C\Program Fi | es\ CHARON Bui | d_XXX\ x64\ | ognond” -1 "C:\ My CHARON | ogs" -p "MY_VAX"

To stop the Log Monitor & Dispatcher application, open the Task Manager, find the “logmond.exe” process and terminate it.

Installing as a service

In order to install the Log Monitor & Dispatcher as a background application:

1. Open "cmd.exe" from the "Start" menu in "Run as Administrator" mode.
2. Install Log Monitor & Dispatcher service using the following command line as an example:

...> “C\Program Fi | es\ CHARON\ Bui | d_XXX\ x64\ | ognmond” -r
...> “C\Program Fi | es\ CHARON\ Bui | d_XXX\ x64\ | ognmond” - i

As result the "logmond" service has "Manual" service start type. Use Windows service management tools to change this mode to "Automatic” if it is
required.

®  There will have one | ognond father process that will scan the virtual machines services and one | ognond process per log monitored.

®  The Enul at or LogMoni t or service running the | ognond processes will discover already installed CHARON virtual machines
services. If a new virtual machine service is added, it's log file will be automatically discovered and monitored.

® The "nol i cense. bat "and "l i cense_changed. bat " files have to be placed in the virtual machine "Home directory". This directory
corresponds to the configuration file folder when the service is installed, however it will not change if the configuration file is relocated
and the service is updated. To find this "Home directory", open the "CHARON Service Manager" utility, right click on the corresponding
service and select "View configuration"

Starting the Log Monitor and Dispatcher service

In order to start the Log Monitor & Dispatcher as a background application:

1. Open "cmd.exe" from the "Start" menu in "Run as Administrator" mode.
2. Start the Log Monitor & Dispatcher service using the following command line as an example:

...> “C\Program Fi | es\ CHARON\ Bui | d_XXX\ x64\ | ognond” -u

It is also possible to use Windows service management tools to start up the service.
As soon as "logmond" service is installed this way, and started, it monitors all CHARON instances (provided that these are installed as services).

It does NOT monitor emulator instances started from Launcher or manually from command line prompt, these cases can still be monitored with "logmond"
invoked from command line prompt with name of the log file as an argument (see above).

Stopping the Log Monitor and Dispatcher service

In order to stop the Log Monitor & Dispatcher as a background application:

1. Open "cmd.exe" from the "Start" menu in "Run as Administrator" mode.
2. Stop the Log Monitor & Dispatcher service using the following command line as an example

...> “C\Program Fi | es\ CHARON\ Bui | d_XXX\ x64\ | ognond” -d

It is also possible to use Windows service management tools to stop the service.
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Uninstalling the Log Monitor and Dispatcher service

In order to uninstall the Log Monitor & Dispatcher as a background application:

1. Open "cmd.exe" from the "Start" menu in "Run as Administrator" mode.
2. Uninstall the Log Monitor & Dispatcher service using the following command line as an example

...> “C\ Program Fi |l es\ CHARON\ Bui | d_XXX\ x64\ | ognond” -r

Log Monitor and Dispatcher best practice

Refer to this article in the Appendixes for proper configuration of the "nolicense.bat" file to establish needed actions on the dongle removal.
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HOSTPrint
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General Description

The HOSTPrint utility is used to print CHARON output to Windows printers. Typically it receives data from COM2 port of emulated HP Alpha model via a
TCP/IP socket and prints the data received on the default Windows printer (if no printer is specified at the utility command line) on the host computer.

Note that the second console line "TTAQ" (COM2) is available only for 1 CPU models such as:

HP AlphaServer 400
HP AlphaServer 800
HP AlphaServer 1000
HP AlphaServer 1000A
HP AlphaServer DS10
HP AlphaServer DS10L
HP AlphaServer DS15

Usage

HOSTPrint calling is specified in the CHARON configuration file. The call implements one or more of the following parameters:

Parameter Description
-host=<hostname> Name of the host - source of the printing data.
-port=<connection port number> Port on the host to get the information to print from.

-delay=<delay for automatically buffer flush in seconds> Flushing delay, 0 - wait infinite, 5..10800 - timeout for flush
-printer=[PrinterDeviceName] Host name for the printer used.

Example 1:

-printer=[\\.\Mcrosoft Ofice Docunent |nmage Witer]

Example 2:

-printer=[\\print_server\ MSCLPS]

-font=<default font face> Default font name.

-fontsize=<default font size> Default font size.
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The two last parameters are only used for compatibility with older versions of the utility (HOSTprint allows changing font settings from a popup menu).

It is strongly recommended to use fixed-size fonts (by default the "Courier" font is used) to avoid any problems relevant to proper calculation of
the printing line length.

Example of CHARON-AXP configuration file for the HOSTPrint usage:

set COW alias = TTAO port = 10000 application = "hostprint.exe -port=10000 -printer=[\\print_server\ MSCPS2] -font=\Courier New
-fontsize=10"

After initialization, HOSTprint creates an icon in the Windows tray. The icon can have two colors:

Color Description

m IDLE (or Ready) state

YELLOW BUSY (processing) mode

*

: '=' To access the HOSTprint application popup menu, point the mouse cursor at its icon in the system tray menu and click the right button, preview the
last page content then change the utility mode via the flush buffer delay or change the default font setting.
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CHARON Guest Utilities for OpenVMS
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General Description

The "CHARON Guest Utilities for OpenVMS" (CHARONCP) package contains several utilities for managing virtual tapes, changing the emulator speed
and creating useful definitions for that operations.

This set of utilities is located in the "char oncp012. vdi sk" disk file in the "C: \ Progr am Fi | es\ CHARON\ Vi rtual Di sk | nages\ Tape utilities
package" folder.

Supported OpenVMS versions: OpenVMS 6.1 and above.

o In case of OpenVMS upgrade, CHARONCP will have to be re-installed.

Installation

Make this virtual disk file recognized by the virtual machine in the CHARON configuration file, boot from the system disk and mount the disk with the
following OpenVMS command:

$ MOUNT <devi ce name> / OVERRI DE=I DENTI FI CATI ON

Issue the following commands to install the package (example given for OpenVMS V8.4):

$ @BYS$SUPDATE: VMBI NSTAL

* Are you satisfied with the backup of your systemdisk [YES]? YES
* Where will the distribution volumes be nmounted: <device name>: [ CHARONCP012. KI T]

Enter the products to be processed fromthe first distribution volune set.
* Products: CHARONCP012

* Enter installation options you wish to use (none): <press enter>

Do you want to install this product [NO ? YES

* Where shoul d the CHARONCP root directory be |located ? [ SYS$SYSDEVI CE: [ CHARONCP]]: <press enter>

* Do you want to purge files replaced by this installation [YES]? <press enter>
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Select all the components included in the package:

Conponent Sel ection

Sel ect the CHARONCP components you wish to install fromthe nenu bel ow.
An asterisk appears next to the packages that have al ready been
sel ected. You can renove a package fromthe list by selecting it
again. You may enter
choi ces with conmas.

nore than one sel ection by separating your

1. [*] CHARONCP Guest Utility (REQU RED)

w

4. Exit

* Your choice [4]:

* Your choice [4]:

*
2. [*] Conpatability Uilities
[*] Install DCL Conmands & Hel p

1,2,3

4

* |s this correct [YES]: <press enter>

* Products: <press enter>

VMBI NSTAL procedure done at hh: m

Proceed with installation using all the default options.

Once the installation is completed, add the following line to the "SYS$STARTUP: SYSTARTUP_VMS. COM' ("SYS$STARTUP: SYSTARTUP_V5. COM' for VMS
5.5) file for the package to be loaded automatically at system startup:

$ @YS$STARTUP: CHARONCP_STARTUP

Performance optimization

CHARON takes 100% of host CPU even in case of idle state of guest OpenVMS operating system. To get rid of such resources consumption there is a
specific option provided by CHARON Guest Utilities: "idle" mode.

Command

$ CHARONCP SET
| DLE / ENABLE

$ CHARONCP SET
I DLE / DI SABLE

© Stromasys, 2019

Description

Loads the OpenVMS idle loop detection software. This allows CHARON to detect when the emulated CPU(s) are idle and
use the host power saving instructions to reduce power usage.

Unloads the OpenVMS idle loop detection software.
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Virtual tapes management

Specify mapping to tape container in the following way in the CHARON configuration file:

set <adapter nane> container[<unit name>] = ".vtape" renovabl e[ <unit name>] = true

It is mandatory to set the "r enovabl e" parameter to "t r ue"

Example:

set PKA contai ner[600] = ".vtape" renpvabl e[ 600] = true

Once it is done using the following commands it is possible to manage virtual tapes attached to CHARON:

Command Description

$ CHARONCP SET MAGTAPE <devi ce> /LOAD="<filen | Create the specified host-file (if it does not already exist) and attach it to the specified
ame>. vt ape" virtual tape device.

Example:

$ CHARONCP SET MAGTAPE MKA600: /LOAD="backup_01.vtape"

$ CHARONCP SET MAGTAPE <devi ce> / UNLOAD Detach any file currently attached to te specified virtual tape device.

Example:

$ CHARONCP SET MAGTAPE MKAG600: / UNLOAD

Possible errors:

Error Description
BADFILENAME = The filename specified as a value to the qualifier / LOAD was either too long or does not have a file extension of ".vtape".
DEVNOTDISM  Attempting to execute a SET MAGTAPE/ LOAD command when a file is already attached.

Perform a SET MAGTAPE/ UNLOAD first. If a SET MAGTAPE/ LOAD command has not previously been executed then the CHARON
configuration container specification for the tape device may contain a full path. Doing this will create and attach and initial tape
container file. To avoid this, remove the file name from the specification (leaving only a file extension of ".vtape" and optional
directory).

o If some tape container has been already specified in the CHARON configuration file, use the command "CHARONCP SET MAGTAPE <devi ce>
/ UNLOAD'" to unload it first.
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Defining keys

It is possible to define certain keys on the terminal keyboard for fast access to the CHARONCP functionalilty while you are in CHARONCP:

Command Description
$ CHARONCP Defines an equivalence string and a set of attributes with a key on the terminal keyboard.
CHARONCP> DEFI NE / KEY <key- nane> <equi val en
ce-string> You can have a set of keys defined automatically for use with the CHARONCP utility by
placing DEFI NE/ KEY commands in the SYS$LOG N: CHARONCP_KEYDEFS. | NI file.
Example:
$ CHARONCP

CHARONCP> DEFI NE / KEY F1 "SET MAGTAPE MKAG600: / UNLQAD'

$ CHARONCP Displays key definitions created with the DEFI NE/ KEY command. Refer to the DCL help
CHARONCP> SHOW KEY <key- nanme> entry for SHOW KEY for further information.
Example:
$ CHARONCP

CHARONCP> SHOW KEY F1

DEFAULT key state definitions:

F1 = "set magtape nka600: /unl oad"
CHARONCP>

o For more information refer to the OpenVMS DCL Dictionary (DEFI NE/ KEY section).

Displaying version

Command Description

$ CHARONCP SHOW VERSI ON Displays the CHARONCP package version number and architecture. This can be useful for customers reporting
issues with the CHARONCP software.

Example:

$ CHARONCP SHOW VERSI ON
CHARONCP version id is: V1.2
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CHARON-AXP for Windows configuration details

Introduction

This chapter describes, in detail, the configuration parameters of the devices emulated by CHARON-AXP for Windows, with corresponding examples and
parameters.

The emulated devices are loaded with the "load" command (if a device has not been already loaded) and the parameters are made active with the "set"
command. These parameters can be specified directly in the "load" command.

Example:

| oad KZPBA DKA
set DKA contai ner[ 0] ="C: \ Char on\ Di sks\ Boot Di sk. vdi sk"

In this example, an instance of a KZPBA controller is loaded with the name "DKA". Its first unit, "container[0]", is mapped to the
"C:\Charon\Disks\BootDisk.vdisk" disk image.

The Controller name is accompanied with a "/<module name>". The module name is a CHARON-AXP component that specifies the controller
load module. Its name can be the same as the loaded controller, however this is not mandatory. Once a module name is specified, there is no
need to specify it again for additional references of the same controller.

Details of CHARON-AXP configuration

® General Settings
® Core Devices
® Console
® Placement of peripheral devices on PCI bus
® Disks and tapes
® KZPBA PCI SCSI adapter
® KGPSA-CA PCI Fibre Channel adapter
® Acer Labs 1543C IDE/ATAPI CD-ROM adapter
® PCI I/O Bypass controller
Networking
DEFPA PCI FDDI adapter
PBXDA-xx series PCI serial adapters
Sample configuration files
® HP AlphaServer 800 configuration file
HP AlphaServer 4000 configuration file
HP AlphaServer DS20 configuration file
HP AlphaServer ES40 configuration file
HP AlphaServer GS80 configuration file
"configuration_name.icfg" configuration file
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General Settings

Table of Contents

® Session

® hw_model
configuration_name
log
log_method
log_show_messages
log_file_size
log_rotation_period
log_repeat_filter
license_key_id
license_id
license_key_lookup_retry
affinity
n_of _cpus
n_of io_cpus
® File inclusion

Session

General settings that control the execution of CHARON Virtual Machine (VM) belong to an object called the "session". It is a preloaded object; therefore,
only "set" commands are necessary.

Example:

set session <paranet er>=<val ue>

The following table describes all available "session" parameters, their meaning and examples of their usage:
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Parameter hw_model
Type Text string
Value Virtual HP Alpha system hardware model to be emulated.

Use a default configuration template for each particular model as a starting point for a custom configuration. This would ensure that the
parameter is set correctly.

Example:

set session hw_nodel =" Al phaSer ver _ES40"

Available models are:

® AlphaServer_AS400
AlphaServer_AS800
AlphaServer_AS1000
AlphaServer_AS1000A
AlphaServer_AS1200
AlphaServer_AS2000
AlphaServer_AS2100
AlphaServer_AS4000
AlphaServer_AS4100
AlphaServer_DS10
AlphaServer_DS10L
AlphaServer_DS15
AlphaServer_DS20
AlphaServer_DS25
AlphaServer_ES40
AlphaServer_ES45
AlphaServer_GS80
AlphaServer_GS160
AlphaServer_GS320

ﬂ Refer to this section to find how to set a particular HP Alpha model supported by CHARON-AXP.

Parameter configuration_name
Type Text string

Value Name of the CHARON VM (it must be unique):

set session configuration_name="MCDV1"

I In provided templates this parameter is specified in the included configuration file "configuration_name.icfg".
The value of this parameter is used as a prefix to the event log file name (see below).

From the example above, the CHARON VM log file will have the following name:

MSCDV1- YYYY- MM DD- hh- mm ss- XXXXXXXXX. | 0g

XXXXXXXXX is an increasing decimal number starting from 000000000 to separate log files with the same time of creation (in case the log is
being written faster than one log file per second).

I\ It is strictly recommended to use the "configuration_name" parameter if more than one CHARON VM runs on the same server.
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Parameter log

Type Text string

Value The log file or directory name is where the log file for each CHARON-AXP execution session is stored.
Log specified as a file name

It is possible to overwrite the existing log file or to extend it using the "log_method" parameter.

o The "log_method" parameter is effective only when a single log file is specified, not a directory.

Example:

set session | og="C:\Charon\es40prod. | og"

Log specified as a directory

CHARON-AXP automatically creates individual log files for each CHARON-AXP execution session. If the log parameter is omitted,
CHARON-AXP creates a log file for each CHARON-AXP execution session in the directory where the emulator was started. In
these two cases, the log rotation mode is enabled, meaning a new log file is created each time the virtual machine is started and
when the log file size exceeds the one specified (see log_file_size) and/or when the log file is older than a specified number of
days (see log_rotation_period).

o A shortcut located in the same directory will be created, pointing to the active log file. Its name is based on the hw_model
parameter or the configuration_name parameter if specified.

If the "configuration_name" parameter of the sessionis specified, the log file name is composed as follows:

<confi guration_nane>- YYYY- M\ DD- hh- mm ss- XxXXXXXXXX. | 0g

If the "configuration_name" parameter is omitted, the log file name will have the following format:

<hw_nodel >- YYYY- Mt DD- hh- mm sS- XXXXXXXXX. | 0g

where "xxxxxxxxx" is an increasing decimal integer, starting from 000000000 to separate log files with the same time of creation
(in case the log is being created faster than one log file per second).

I Only existing directory can be specified. If the directory specified does not exist, this will be considered as a flat file. No trailing
backslash character is allowed.

Example:

set session configuration_nane="es40prod"

set session | og="C: \Charon\Logs"

The execution of the virtual machine will create a log file, named C: \ Char on\ Logs\ es40pr od- 2016- 10- 13- 10- 00- 00- 0000
00000. | og (for example) and a shortcut named C: \ Char on\ Logs\ es40pr od. | og pointing to this file. The shortcut will be
updated when the log rotation will occur.
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Parameter log_method
Type Text string

Value ® ‘"append" (default)
® ‘"overwrite"

Determines if the previous log information is maintained or overwritten.

This parameter must be specified only in addition to the “log” parameter on the same line.

This parameter is applicable only if the CHARON VM log is stored to a file that is specified explicitly with the "log" parameter.

Example:

set session |log="log.txt" |og_nethod="append"

Parameter log_show_messages

Type Text string

Value ® "all" (default)
. lli nfoll
® "warning"
® ‘“error"

Defines the message types to be shown. The parameter is a string of comma delimited words.

Example:

set session | og_show nessages="error, warning"

Parameter log_file_size
Type Text string
Value If log rotation is enabled, the log_file_size parameter determines the log file size threshold at which the log is automatically rotated.
® "unlimited" or "0" (default) - the feature is disabled
® ‘"default" - default size is used (4Mb)
® <size>[KMG] - size of the current log file in bytes with additional multipliers:
® K- Kilobyte - multiply by 1024
® M - Megabyte - multiply by 10241024
® G - Gigabyte - multiply by 1024*1024*1024

Examples:

set session log_file_size="default"

set session log_file_size=10M

I Minimum LOG File size is 64K, maximum is 1G. Setting a size less then 64K effectively makes the log file size unlimited.

© Stromasys, 2019 200/ 390



Document number: 60-16-035-002

Parameter log_rotation_period
Type Text string

Value "default" - default value, 7 days. This value is used even if the "log_rotation_period" is not specified.
"daily" or "1"

"weekly" or "7"

"never" or "0"

<N> -in N days

If the rotation log mode is enabled, this parameter controls switching to the next log file based on a period of time. If enabled, the switching
to the next log file occurs at midnight

Examples:

set session |og_rotation_period="weekly"

set session |log_rotation_period=14

Parameter log_repeat_filter

Type Text string

Value Specifies if repeated messages should be filtered or not. Possible values are "on" and "off" (default).
If the value is "on", immediately following messages with the same identifier and system error code are not listed in the log but they are
counted. When a different log message is generated, the repeat count of the earlier log message is reported with the entry "The previous
message has been repeated N times." and the counter is cleared.

I, Stromasys highly recommends to let this value to "off" otherwise important information will not be reported in the log file.

Example:

set session log_repeat_filter="off"
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Parameter

Type

Value

Parameter

Type

Value

license_key_id
Text string

A set of Sentinel Key IDs that specifies the license keys to be used by CHARON. It is also possibly to use a keyword "any" to force
CHARON to look for a suitable license in all available keys if the license is not found in the specified keys.

Example:

set session license_key_id = "1877752571, 354850588, any"

Based on the presence of this parameter in the configuration file, CHARON behaves as follows:

1. No keys are specified (the parameter is absent)
CHARON performs an unqualified search for any suitable key in unspecified order. If no key is found, CHARON exits.

2. One or many keys are specified
CHARON performs a qualified search for a regular license key in the specified order. If it is not found, CHARON exits (if the keyword
"any" is not set).

If the keyword "any" is specified then if no valid license has been found in the keys with specified ID’s all other available keys are

examined for valid license as well.

The order in which keys are specified is very important. If a valid license was found in the key which ID was not the first one
specified in configuration file, then available keys are periodically re-scanned and if the key with the ID earlier in the list than the
current one is found CHARON tries to find a valid license there and in case of success switches to that key.

license_id
Text string

A set of license identifiers that specifies the licenses to be used by CHARON. This parameter is applicable only to licenses on which
Stromasys placed restrictions on what products can be combined on a single license key. Please contact your Stromasys representative
or VAR for more information.

Example:
set session license_id = "2718281828, 314159265"
If this parameter is set, Charon considers for validation only the available licenses with license ID parameter set and equal to one of the

license ID's specified in the configuration. This prioritized list corresponds to the "Product License Number" line in the Product section of
the license.
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Parameter

Type

Value

Parameter

Type

Value
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license_key_lookup_retry
Text String
In case the CHARON-AXP license connection is not present when the guest starts up, this parameter specifies how many times

CHARON-AXP will try to establish the connection and, optionally, a period of time between retries.

Syntax:

set session |license_key_|ookup_retry = "N[, T]"

Options:

® N - Number of retries to look for license keys.
® T - Time between retries in seconds. If not specified 60 seconds are used

Example 1

set session |icense_key | ookup_retry =1

If license key is not found during initial scan, do only one more attempt after 60 seconds.

Example 2

set session |icense_key_|l ookup_retry = "1, 30"

Same as above but retry in 30 seconds.

Example 3

set session |icense_key_|ookup_retry = "3, 10"

If license key is not found during initial scan, do 3 more attempts waiting 10 seconds between them.

Example 4

set session |icense_key_|ookup_retry = "5"

If license key is not found during the initial scan, do 5 more attempts waiting 60 seconds between them.

affinity
Text string

Overrides any initial process affinity mask provided by the host operating system. Once specified it binds the running instance of the
emulator to particular host CPUs.

Used for soft partitioning of the host CPU resources and/or for isolating host CPUs for other applications.

By default the CHARON VM allocates as many host CPUs as possible. The “affinity” parameter overrides that and allows explicit
specification on which host CPU the instance must run on.

The "affinity" parameter defines the total number of host CPUs to be used both for emulated Alpha CPUs and for the CHARON
VM itself (including the CPUs to be used for I/O - they are controlled by the "n_of_io_cpus" parameter described below).

Host CPUs are enumerated as a comma separated list of host system assigned CPU numbers:

set session affinity="0, 2, 4, 6"
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Parameter n_of cpus

Type Numeric
Value Limits the number of emulated CPUs.
Example:

set session n_of _cpus=3

The maximum number of CPUs enabled by CHARON VM is specified by the license key. It cannot exceed the original hardware
restrictions:

HP Alpha Model Number of emulated CPUs
AlphaServer_AS400 1
AlphaServer_AS800 1
AlphaServer_AS1000 1
AlphaServer_AS1000A 1
AlphaServer_AS1200 2
AlphaServer_AS2000 2
AlphaServer_AS2100 4
AlphaServer_AS4000 2
AlphaServer_AS4100 4
AlphaServer_DS10 1
AlphaServer_DS15 1

AlphaServer_DS20 2

AlphaServer_DS25 2
AlphaServer_ES40 4
AlphaServer_ES45 4

AlphaServer_GS80 8
AlphaServer_GS160 16

AlphaServer_GS320 32
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Parameter n_of io_cpus
Type Numeric

Value This parameter specifies how many host CPUs CHARON VM must use for I/O handling. Use of the “affinity” parameter may limit the
number of CPUs available.

By default the CHARON VM reserves one third of all available host CPUs for I/O processing (round down, at least one). The
“n_of_io_cpus” parameter overrides that by specifying the number of CHARON I/O CPUs explicitly.

Example:

set session n_of _io_cpus=2
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File inclusion

It is possible to include a configuration file into an existing one using the "i ncl ude" command. The file extension is usually . i cf g.

Format:

include "file.icfg"

Example:

include "c:\charon\commonpart.icfg"

o The configuration template files are defined to use the "configuration_name.icfg" configuration file which is used by the CHARON Virtual Machines
Manager. If you use an existing configuration file, including this file is not necessary.
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Core Devices

Table of Contents

® CPU

enabled

cpu_architecture

cache_size

num_translators

host_options

Enabling the old style performance optimization
® Enlarging ACE cache size
® Setting specific ACE host options

® size

® container
® sync_to_host
® Example
® ROM
container
system_name
system_serial_number
dsrdb
® version
® Virtual HP Alpha interval timer
® clock_period
® Example for AlphaServer 400, DS, ES, GS
® Example for AlphaServer 800, 1000, 1000A, 1200, 2000, 2100, 4000, 4100
® Setting of a particular HP Alpha model
® HP AlphaStation 200 - 400
HP AlphaServer 600 - 800
HP AlphaServer 1000
HP AlphaServer 1000A
HP AlphaServer 1200 and AlphaStation 1200
HP AlphaServer 2000
HP AlphaServer 2100
HP AlphaServer 4000
HP AlphaServer 4100
HP AlphaServer/AlphaStation DS10 and HP AlphaServer DS10L
HP AlphaServer DS15 and HP AlphaStation DS15
HP AlphaServer DS20 and HP AlphaStation DS20
HP AlphaServer DS25 and HP AlphaStation DS25
HP AlphaServer ES40 and AlphaStation ES40
HP AlphaServer ES45
HP AlphaServer GS80
HP AlphaServer GS160
® HP AlphaServer GS320
® Auto Boot
® auto_action restart
® Setting System Marketing Model (SMM)
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CPU
The CHARON Virtual Machine (VM) CPU can be calibrated with "set ace" directive and the following parameters:

Parameter enabled
Type Boolean

Value A CHARON-AXP emulated CPU is configured with the "enabled" command enabling the high performance Advanced CPU Emulation
mode ("ACE"). The ACE option optimizes the HP Alpha instruction interpretation and significantly improves performance. It also requires
approximately twice the amount of host memory allocated by CHARON instance itself to store the optimized code (Note that 2Gb of host
memory + the amount of HP Alpha memory emulated per each CHARON instance is required).

ACE optimization is performed dynamically during execution. It does not need to write optimized code back to disk, ACE provides its full
capability instantly. The optimization does not compromise the HP Alpha instruction decoding; CHARON-AXP remains fully HP
Alpha hardware compatible and completely transparent to the HP Alpha operating systems and applications.

This configuration setting enables the ACE mode if the CHARON-AXP license permits it. If this configuration setting is omitted from the
CHARON VM configuration file and the license permits it, "true" is the default, otherwise "false" is the default.

Example:

set ace enabled = fal se

"set ace enabl ed=true" is ignored when the license does not permit ACE operation.

The ACE mode is disabled when the host system does not meet the minimum physical requirements for this operation. If the emulator
appears not to run at its normal performance, check the log file for a change in the ACE mode and verify that sufficient host resources,
especially memory, are available.

Parameter cpu_architecture

Type Text String
Value Specifies the architecture of the virtual Alpha CPU. Can be one of the following: EV4, EV45, EV5, EV56, EV6, EV67, EV68
Example:

set ace cpu_architecture = EV6

Refer to Setting of a particular HP Alpha model to find an appropriate value of the HP Alpha architecture per each HP Alpha model
supported by CHARON-AXP.
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Parameter cache_size

Type Value

Value 1. This parameter may affect Charon performance. Do not change this parameter until advised by Stromasys
"cache_size" defines the amount of memory in megabytes allocated to the ACE cache.

Default value is 1GB (1024 MB).

Example:

set ace cache_size = 2048

This parameter may be changed for performance optimization in case of some guest OS specific tasks (see the section below).

Parameter num_translators
Type Value
Value !, This parameter may affect Charon performance. Do not change this parameter until advised by Stromasys

"num_translators" defines the number of ACE translators.

Default value in most situations is number of I/O CPUs dedicated to CHARON (defined by "n_of_io_cpus" parameter) minus 1, but in
some specific situations it may be set to some other value for better performance.

Example:

set ace numtranslators = 4
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Parameter host_options
Type Text String
Value !, This parameter may affect Charon performance. Do not change this parameter until advised by Stromasys

"host_options" defines options of ACE (DIT) translator and code-generator. Those options affect Charon performance.

Default settings are set to optimize performance for most geust OS (VMS and Tru64) usage profiles. However there are some profiles (for
example OpenVMS compilation tasks) where the default settings do not provide optimal perfromance.

The following switches are available to user:
1. --fixed-variant=[X]

The value X can be one of three options: [-1, 0, 1]. This value defines the desired translation variant. Set -1 for dynamic (default) or
0 or 1 for the fixed number implemented by the translator.

2. --x64-optimize or --x64-nooptimize
This switch enables translation optimizations (the default is to optimize).

I Default parameters have been changed in Charon version 4.9 compared to previous versions (4.8 and below). If Charon
system demonstrates lower performance after upgrade to version 4.9, please test the system with host_options switched to
default 4.8 settings:

set ace host_options = "--fixed-variant=0 --x64-nooptim ze"

Note that in this case the parameter "num_translators" must be set to the number of I/O CPUs dedicated to CHARON (see the "n_of_io_c
pus" parameter). Also note that changing parameter "cache_size" can be an alternative solution too (see the section below).

Despite the fact that CHARON is already optimized for wide range of the guest OS tasks, there may be some situations (for example OpenVMS
compilation tasks) when performance degradation may reach about 50% of the version 4.8.

In this case the following solutions can be applied:

Try this solution first. It is recommended to enlarge the ACE cache size at least in 2 times as it is shown in the following example:

set ace cache_size = 2048

If this solution does not work for the specific guest OS tasks, apply also the next solution.

Set the following set of options in the configuration file:

set session n_of _io_cpus = <N>
set ace numtranslators = <N>
set ace host_options = "--fixed-variant=0 --x64-nooptim ze"

where <N> is number of the I/O CPUs dedicated to CHARON. If this value is not set (the default value is used) it is recommended to specify it explicitly.

RAM

The CHARON VM memory subsystem is permanently loaded and has the logical name "ram"
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Parameter size

Type Numeric
Value Size of the emulated memory in MB.
Example:

set ramsize = 2048

The amount of memory is capped at a maximum, this is defined in the CHARON license key. If the host system cannot allocate enough memory to map
the requested emulated memory, CHARON VM generates an error message in the log file and reduces its effective memory size.
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The following table lists the values of emulated RAM for various hardware models of virtual HP Alpha systems:

Hardware Model

AlphaServer 400
AlphaServer 800
AlphaServer 1000
AlphaServer 1000A
AlphaServer 1200
AlphaServer 2000
AlphaServer 2100
AlphaServer 4000
AlphaServer 4100
AlphaServer DS10, DS10L
AlphaServer DS15
AlphaServer DS20
AlphaServer DS25
AlphaServer ES40
AlphaServer ES45
AlphaServer GS80
AlphaServer GS160
AlphaServer GS320

TOY

RAM size (in MB)

Min
64
256
256
256
256
64
64
64
64
64
64
64
64
64
64
256
512

Max
1024
8192
1024
1024
32768
2048
2048
32768
32768
32768
32768
32768
32768
32768
32768
65536
131072

1024 262144

Default

512
512
512
512
512
512
512
512
512
512
512
512
512
512
512
512
512
1024

Increment
64
256
256
256
256
64
64
64
64
64
64
64
64
64
64
256
512
1024

CHARON-AXP maintains its time and date using the "toy" (time-of-year) component. In order to preserve the time and date while a virtual system is not
running, the TOY component uses a binary file on the host system to store the date and time relevant data. The name of the file is specified by the
“container” option of the "toy" component.

Parameter container

Type Text string

Value Specifies a name for the file in which CHARON VM preserves the time and date during its “offline” period. This file also keeps some
console parameters (such as the default boot device).

By default it is left unspecified.

o it is recommended to specify the full path to the TOY file.
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Parameter sync_to_host

Type Text string
Value Specifies whether and how the guest OS time is synchronized with the CHARON host time.
Syntax:
set TOY sync_to_host = "{as_vns | as_tru64 | as_is}"
where:

Parameter Description

as_vms If the guest OS is OpenVMS/AXP and its date and time must be set to the host's date and time each time it boots.
as_tru64 If the guest OS is Tru64 UNIX and its date and time must be set to the host's date and time each time it boots.
as_is If the TOY date and time must be set to the host's UTC date and time

Example:
set TOY sync_to_host = "as_vns"

To synchronize the guest OS with TOY, use the following commands (from "SYSTEM"/"root" account):

On OpenVMS/AXP On Tru64 UNIX

$ set tine # date -u “consvar -g date | cut -f 3 -d '

The default value is "not specified" - it means that by default CHARON does not synchronize its guest OS time with the CHARON host
time but collects date and time from the file specified with "container" parameter.

I\ If "sync_to_host" parameter is specified there is no need to specify "container" parameter in addition.

set toy contai ner="C:\Charon\ny_virtual _systemdat"

The CHARON VM time zone may be different from that of the host system. Correct CHARON time relies on the correctness of the host system time to
calculate the duration of any CHARON “offline” periods. (i.e. while the virtual system is not running). Every time CHARON comes on line it calculates a
Delta time (the system time is used if there is no TOY file). Therefore, if the host system time is changed while CHARON VM is not running, the CHARON
time may be incorrect when CHARON VM is restarted and the CHARON time must be set manually.

The System Flash ROM file conserves specific parameters between reboots.
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Parameter container
Type Text string

Value Specifies the name of a file in which CHARON VM stores an intermediate state of its Flash ROM. This state includes, for example, most of
the console parameters.

By default it is left unspecified.
) itis recommended to specify the full path to this file

Example:

set rom contai ner="C:\ Charon\ny_virtual _systemront

Parameter system_name
Type Text string

Value Allows changing the system name, for example:

set rom system nanme="Al pha Server 1000 4/200"

Refer to Setting of a particular HP Alpha model to find an appropriate value of the HP Alpha system name per each HP Alpha model
supported by CHARON-AXP

Parameter system_serial_number
Type Text string

Value Allows changing the system serial number, for example:

set rom system serial _nunber = NY12345678

Any sequence of characters can be used as a serial number. Sequences longer than 16 symbols are truncated to 16 symbols.

Serial Numbers should be according to DEC standard: 10 characters. First two characters are capital letters, remaining 8 characters are
decimal digits.

By default it is set to SN01234567

© Stromasys, 2019 214 /390



Document number: 60-16-035-002

Parameter dsrdb[n]

Type Numeric

Value DSRDB - Dynamic System Recognition Data Block. These parameters allow changing the emulated hardware model type.
dsrdb[0] stands for SMM - System Marketing Model.

Example:

set rom dsrdb[ 0] =1090

Setting of a particular HP Alpha model describes connection between "dsrdb" parameter and the rest of the parameters defining an exact
HP Alpha model - including SMM.

Parameter version

Type Text string
Value Sets Console and PAL code versions in the following way:
Function Command

Set SRM Console version to X.Y-Z
set romversion[0] = x.y-z

Set OpenVMS PAL code version to X.Y-Z
set romversion[1l] = x.y-z

Set Tru64 UNIX PAL code version to X.Y-Z
set romversion[2] = x.y-z

Example:

set romversion[0] = 7.3-1 version[1] = 1.98-104 version[2] = 1.92-105

Virtual HP Alpha interval timer

The CHARON-AXP provides interval timer interrupts to virtual Alpha CPU(s) at frequency 100Hz (100 interrupts a second).

This is default behavior which may be changed through “clock_period” configuration parameter of virtual ISA or EISA bus, depending on emulated
hardware model of virtual HP Alpha system.

Value of the parameter is interval timer period in microseconds. By default it is set to 10000. By changing it to 1000 frequency of virtual interval timer
interrupts may be increased to 1000Hz (1000 interrupts per second).
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Parameter clock_period
Type Numeric

Value Specifies period of interval timer, in microseconds. Only two values are supported:

® 10000 (which corresponds to 100Hz interval timer)
® 1000 (which corresponds to 1000Hz interval timer)

By default it is set to 10000.

set | SA cl ock_peri 0d=1000

set El SA cl ock_peri 0d=1000

I Higher interval timer frequency creates higher load for virtual Alpha CPU which may cause degradation of overall virtual system performance.

Setting of a particular HP Alpha model

It is important to have the "system_name", "hw_model", "cpu_architecture" and "dsrdb[n]" (DSRDB - Dynamic System Recognition Data Block)
parameters in sync. (see above for details) to configure CHARON VM for emulation of a particular HP Alpha model.

The following tables illustrate how to synchronize those values:
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set session hw_model=

AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400
AlphaServer_400

AlphaServer_400

set session hw_model=

AlphaServer_800
AlphaServer_800
AlphaServer_800
AlphaServer_800
AlphaServer_800
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set rom system_name=
AlphaStation 200 4/100
AlphaStation 200 4/133
AlphaStation 205 4/133
AlphaStation 255 4/133
AlphaStation 200 4/166
AlphaStation 205 4/166
AlphaStation 255 4/166
AlphaStation 400 4/166
AlphaStation 205 4/200
AlphaStation 255 4/200
AlphaStation 200 4/233
AlphaStation 205 4/233
AlphaStation 255 4/233
AlphaStation 400 4/233
AlphaStation 205 4/266
AlphaStation 255 4/266
AlphaServer 300 4/266
AlphaStation 400 4/266
AlphaStation 400 4/266
AlphaStation 200 4/300
AlphaStation 205 4/300
AlphaStation 255 4/300
AlphaStation 400 4/300
AlphaStation 205 4/333

AlphaStation 255 4/333

set rom system_name=
AlphaServer 600 5/333
AlphaServer 800 5/333
AlphaServer 800 5/400
AlphaStation 600A 5/500
AlphaServer 800 5/500

set ace cpu_architecture=

EV4
EV4
EV4
EV4
EV4
EV4
EV4
EV4
EV4
EV4
EV45
EV45
EV45
EV45
EV45
EV45
EV45
EV45
EV45
EV45
EV45
EV45
EV45
EV45
EV45

set ace cpu_architecture=

EV56
EV56
EV56
EV56
EV56

set rom dsrdb[0]=

1156
1088
1250
1257
1087
1251
1258
1086
1252
1259
1151
1253
1260
1152
1254
1261
1593
1153
1154
1157
1255
1262
1160
1256
1263

set rom dsrdb[0]=

1310
1310
1584
1590
1585
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set session hw_model=
AlphaServer_1000
AlphaServer_1000

AlphaServer_1000

set session hw_model=

AlphaServer_1000A
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set rom system_name= set ace cpu_architecture= set rom dsrdb[0]=

AlphaServer 1000 4/200 EV4 1090
AlphaServer 1000 4/233 EV45 1091
AlphaServer 1000 4/266 EV45 1264

set rom system_name= set ace cpu_architecture= set rom dsrdb[0]=

AlphaServer 1000A 4/266 EV45 1265
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set session hw_model=

AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200
AlphaServer_1200

AlphaServer_1200
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set rom system_name=

AlphaServer 1200 5/300
AlphaServer 1200 5/300
AlphaServer 1200 5/400
AlphaServer 1200 5/400
AlphaStation 1200 5/400
AlphaStation 1200 5/400
AlphaServer 1200 5/466
AlphaServer 1200 5/466
AlphaStation 1200 5/466
AlphaStation 1200 5/466
AlphaServer 1200 5/533
AlphaServer 1200 5/533
AlphaServer 1200 5/533
AlphaServer 1200 5/533
AlphaStation 1200 5/533
AlphaStation 1200 5/533
AlphaStation 1200 5/533
AlphaStation 1200 5/533
AlphaServer 1200 5/600
AlphaServer 1200 5/600
AlphaServer 1200 5/600
AlphaStation 1200 5/600
AlphaStation 1200 5/600
AlphaStation 1200 5/600
AlphaStation 1200 5/600
AlphaStation 1200 5/600
AlphaServer 1200 5/666
AlphaServer 1200 5/666
AlphaServer 1200 5/666
AlphaServer 1200 5/666
AlphaStation 1200 5/666
AlphaStation 1200 5/666
AlphaStation 1200 5/666

AlphaStation 1200 5/666

set ace cpu_architecture=

EV5
EV5
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56

set rom dsrdb[0]=

1722
1724
1726
1728
1758
1760
1730
1732
1762
1764
1734
1736
1746
1748
1766
1768
1778
1780
1738
1740
1750
1752
1770
1772
1782
1784
1742
1744
1754
1756
1774
1776
1786
1788
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set session hw_model= set rom system_name=

AlphaServer_2000 AlphaServer 2000 4/200
AlphaServer_2000 AlphaServer 2000 4/233
AlphaServer_2000 AlphaServer 2000 4/275

set session hw_model= set rom system_name=

AlphaServer_2100 AlphaServer 2100 4/200
AlphaServer_2100 AlphaServer 2100 4/200
AlphaServer_2100 AlphaServer 2100 4/233
AlphaServer_2100 AlphaServer 2100 4/233
AlphaServer_2100 AlphaServer 2100 4/275
AlphaServer_2100 AlphaServer 2100 4/275
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set ace cpu_architecture=

EV4

EV45

EV45

set ace cpu_architecture=

EV4

EV4

EV45

EV45

EV45

EV45

set rom dsrdb[0]=

1123

1171

1127

set rom dsrdb[0]=

1059
1135
1179
1187
1115
1139
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set session hw_model=

AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000

AlphaServer_4000
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set rom system_name=

AlphaServer 4000 5/266
AlphaServer 4000 5/266
AlphaServer 4000 5/266
AlphaServer 4000 5/266
AlphaServer 4000 5/266
AlphaServer 4000 5/266
AlphaServer 4000 5/266
AlphaServer 4000 5/266
AlphaServer 4000 5/300
AlphaServer 4000 5/300
AlphaServer 4000 5/300
AlphaServer 4000 5/300
AlphaServer 4000 5/300
AlphaServer 4000 5/300
AlphaServer 4000 5/300
AlphaServer 4000 5/300
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/466
AlphaServer 4000 5/466
AlphaServer 4000 5/466
AlphaServer 4000 5/466
AlphaServer 4000 5/533
AlphaServer 4000 5/533
AlphaServer 4000 5/533
AlphaServer 4000 5/533
AlphaServer 4000 5/533
AlphaServer 4000 5/533
AlphaServer 4000 5/533
AlphaServer 4000 5/533
AlphaServer 4000 5/600
AlphaServer 4000 5/600

set ace cpu_architecture=

EV5
EV5
EVS
EVS
EVS
EVS
EVS
EV5
EV5
EV5
EVS
EVS
EVS
EVS
EVS
EV5
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56

set rom dsrdb[0]=

1409
1411
1421
1423
1433
1435
1445
1447
1413
1415
1425
1427
1437
1439
1449
1451
1417
1419
1429
1431
1441
1443
1453
1455
1634
1636
1654
1656
1638
1640
1642
1644
1658
1660
1662
1664
1646
1648
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AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
AlphaServer_4000
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AlphaServer 4000 5/600
AlphaServer 4000 5/600
AlphaServer 4000 5/666
AlphaServer 4000 5/666
AlphaServer 4000 5/666
AlphaServer 4000 5/666

EV56
EV56
EV56
EV56
EV56
EV56

1666
1668
1650
1652
1670
1672
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set session hw_model=

AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100
AlphaServer_4100

AlphaServer_4100
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set rom system_name=

AlphaServer 4100 5/266
AlphaServer 4100 5/266
AlphaServer 4100 5/266
AlphaServer 4100 5/266
AlphaServer 4100 5/266
AlphaServer 4100 5/266
AlphaServer 4100 5/266
AlphaServer 4100 5/266
AlphaServer 4100 5/300
AlphaServer 4100 5/300
AlphaServer 4100 5/300
AlphaServer 4100 5/300
AlphaServer 4100 5/300
AlphaServer 4100 5/300
AlphaServer 4100 5/300
AlphaServer 4100 5/300
AlphaServer 4100 5/400
AlphaServer 4100 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4000 5/400
AlphaServer 4100 5/400
AlphaServer 4100 5/400
AlphaServer 4100 5/400
AlphaServer 4100 5/466
AlphaServer 4100 5/466
AlphaServer 4100 5/533
AlphaServer 4100 5/533
AlphaServer 4100 5/533
AlphaServer 4100 5/533
AlphaServer 4100 5/600
AlphaServer 4100 5/600
AlphaServer 4100 5/666

AlphaServer 4100 5/666

set ace cpu_architecture=

EV5
EV5
EV5
EVS
EVS
EVS
EVS
EV5
EV5
EV5
EV5
EVS
EVS
EVS
EVS
EV5
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56
EV56

set rom dsrdb[0]=

1313
1317
1337
1341
1361
1365
1385
1389
1321
1325
1345
1349
1369
1373
1393
1397
1329
1333
1353
1357
1377
1381
1401
1405
1594
1598
1602
1606
1610
1614
1618
1622
1626
1630
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set rom system_name=

set ace cpu_architecture=

set rom dsrdb[0]=

AlphaServer_DS10 AlphaServer DS10 6/466 EV6 1839
AlphaServer_DS10 AlphaStation DS10 6/466 EV6 1879
AlphaServer_DS10 AlphaStation XP900 6/466 EV6 1879
AlphaServer_DS10L AlphaServer DS10L 6/466 EV6 1961
AlphaServer_DS10L AlphaServer DS10L 67/616 EV67 1962
AlphaServer_DS10 AlphaStation DS10 67/616 EV67 1962
AlphaServer_DS10 AlphaServer DS10 67/616 EV67 1970

set session hw_model=

set rom system_name=

set ace cpu_architecture=

set rom dsrdb[0]=

AlphaServer_DS15 AlphaServer DS15 68CB/1000 EV68 2047
AlphaServer_DS15 AlphaStation DS15 68CB/1000 EV68 2048
AlphaServer_DS15 AlphaServer TS15 68CB/1000 EV68 2049
set session hw_model= set rom system_name= set ace cpu_architecture= set rom dsrdb[0]=
AlphaServer_DS20 AlphaServer DS20 6/500 EV6 1838
AlphaServer_DS20 AlphaServer DS20E 6/500 EV6 1840
AlphaServer_DS20 AlphaServer DS20 6/500 EV6 1920
AlphaServer_DS20 AlphaServer DS20 6/500 EV6 1921
AlphaServer_DS20 AlphaServer DS20E 67/667 EV67 1939
AlphaServer_DS20 AlphaStation DS20E 6/500 EV6 1941
AlphaServer_DS20 AlphaStation DS20E 67/667 EV57 1943
AlphaServer_DS20 AlphaServer DS20E 68A/833 EV68 1964
AlphaServer_DS20 AlphaServer DS20E 68A/833 EV68 1982
AlphaServer_DS20 AlphaServer DS20L 68A/833 EV68 2006

© Stromasys, 2019 224/ 390



Document number: 60-16-035-002

set session hw_model=

AlphaServer_DS25

AlphaServer_DS25

set session hw_model=

AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40
AlphaServer_ES40

AlphaServer_ES40

set session hw_model=

AlphaServer_ES45
AlphaServer_ES45
AlphaServer_ES45
AlphaServer_ES45
AlphaServer_ES45
AlphaServer_ES45
AlphaServer_ES45

AlphaServer_ES45
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set rom system_name=

AlphaServer DS25 68CB/1000

AlphaStation DS25 68CB/1000

set rom system_name=
AlphaServer ES40 6/500
AlphaServer ES40 6/500
AlphaServer ES40 6/500
AlphaServer ES40 6/500
AlphaServer ES40 6/500
AlphaServer ES40 6/667
AlphaServer ES40 6/667
AlphaServer ES40 6/667
AlphaServer ES40 6/667
AlphaServer ES40 6/667
AlphaStation ES40 67/667
AlphaStation ES40 67/667
AlphaStation ES40 68/833

AlphaStation ES40 68/833

set rom system_name=

set ace cpu_architecture= set rom dsrdb[0]=

set ace cpu_architecture=

EV6
EV6
EV6
EV6
EV6
EV6
EV6
EV6
EV6
EV6
EV67
EVe67
EV68
EV68

set ace cpu_architecture=

AlphaServer ES45/3B 68CB/1000

AlphaServer ES45/2 68CB/1000

AlphaServer ES45/2B 68CB/1000

AlphaServer ES45/1B 68CB/1000

AlphaServer ES45/3B 68CB/1250

AlphaServer ES45/2 68CB/1250

AlphaServer ES45/2B 68CB/1250

AlphaServer ES45/1B 68CB/1250

EV68

EV68

EV68
EV68
EV68
EV68
EV68
EV68
EV68
EV68

1994
1995

set rom dsrdb[0]=
1813
1861
1869
1923
1931
1817
1865
1873
1927
1935
1949
1957
1984
1988

1971
1975
1975
2002
2013
2017
2017
2021

set rom dsrdb[0]=

225/390



Document number: 60-16-035-002

set session hw_model= set rom system_name= | set ace cpu_architecture= set rom dsrdb[0]= set rom dsrdb[1]= set rom dsrdb[4]=

AlphaServer_GS80 AlphaServer GS80 67/728 EV67 1967

AlphaServer_GS80 AlphaServer GS1280 EV67 2038 50 3050

set session hw_model= set rom system_name= set ace cpu_architecture= set rom dsrdb[0]= set rom dsrdb[1]= setrom dsrdb[4]=
AlphaServer_GS160 AlphaServer GS160 67/728 EV67 1968

AlphaServer_GS160 AlphaServer GS1280 EV67 2039 50 3050

set session hw_model= set rom system_name= set ace cpu_architecture= set rom dsrdb[0]= set rom dsrdb[1]= setrom dsrdb[4]=
AlphaServer_GS320 AlphaServer GS320 67/728 EV67 1969

AlphaServer_GS320 AlphaServer GS1280 EV67 2040 50 3050

Auto Boot

CHARON VMs can be configured to boot the operating system automatically at start up.

Parameter auto_action restart

Type Text string
Value Determines whether CHARON VM boots automatically if the correct boot flags are set (and saved in the HP Alpha console files).
Example:

>>>set boot def _dev dkaO
>>>set auto_action restart

Setting System Marketing Model (SMM)

CHARON-AXP allows to set an exact System Marketing Model (SMM) for a given model of HP Alpha, for example:
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set rom dsrdb[ 0] =1090

Refer to Setting of a particular HP Alpha model to find allowed values of SMM per each HP Alpha model supported by CHARON-AXP.
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Console

Table of Contents

® General Description
® General parameters

alias

communication

break_on

stop_on

log

log_file_size

host

port

application

Notes on "virtual_serial_line" options

® Mapping Serial line controllers to system resources

line

General Description

CHARON-AXP offers two-port serial console on all supported AXP models.

Example for OPAQ console ("COM1" port):

set COML al i as=0OPA0

When using the TTAO console ("COM2" port):

set COWMR al i as=TTAO

Refer to Mapping Serial line controllers to system resources for details of mapping.

CHARON emulated console supports only 80 symbols in one line.

General parameters

CHARON-AXP console lines COM1 and COM2 have the following parameters:

o All the values in the following tables are case insensitive.

Parameter alias

Type Identifier

Value This parameter is used to set an useful name for COM1 or COM2 ports.

Usually it is "OPAQ" for COM1 and "TTAQ" for COM2

Example:
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set COWMR alias=TTAO
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Parameter

Type

Value

baud

Parameter

Type

Value

Parameter
Type

Value

communication
Text string

® ‘"ascii" - for connection to terminals (default)
® ‘"pinary" - for binary (packet) protocols, which are used mainly for communicating with PLCs

baud
Numeric
Forces the baud rate of the corresponding COM port to be a specified value.

The variety of supported values depends on the underlying physical communication resource (COM port). The most widely used values
are: 300, 1200, 9600, 19200, 38400.

Example:

set OPAO baud=38400

break_on

Text string

Specifies what byte sequences received over the physical serial line will trigger a HALT command.
This parameter works only for the console line.

Specify the following values: "Ctrl-P", "Break" or "none" ("none" disables triggering a HALT condition).

If your guest operating system is OpenVMS in addition to "none" setting you have to set a specific console parameter "controlp"
to "off" in the following way:

>>> set controlp off
>>> power of f

The second line is to preserve the ROM settings.

Example:

set OPAO break_on="Ctrl-P"

The default value is "Break".

1" This parameter can be specified only for COM1 (OPAOQ) console
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Parameter

Type

Value

Parameter

Type

Value
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stop_on
Text string

Specifies what byte sequences received over the physical serial line will trigger a STOP condition. The STOP condition causes CHARON
Virtual Machine (VM) to exit.

Specify the one of the following values: “F6” or “none” ("none" disables triggering a STOP condition).

Example:

set OPAO stop_on="F6"

The default value is "none".

Setting "F6" triggers the STOP condition upon receipt of the "<ESC>[ 17~" sequence. Terminals usually send these sequences by
pressing the F6 button

I This parameter can be specified only for COM1 (OPAOQ) console

log
Text string

A string specifying a file name to store the content of the console sessions or a directory where the log files for each individual session will
be stored.

If an existing directory is specified, CHARON VM automatically enables creation of individual log files, one for each session using the
same scheme as used for the generation of the rotating log files. If the "log" parameter is omitted, CHARON VM does not create a console

log.

Examples:

set OPAO | og="log.txt"

set OPAO | og="C:\ Charon\ Logs"

Only existing directory can be used as a value of the "log" parameter.
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Parameter log_file_size
Type Text string
Value If log rotation is enabled, the log_file_size parameter determines the log file size threshold at which the log is automatically rotated.
® "unlimited" or "0" (default) - the feature is disabled
® "default" - default size is used (4Mb)
® <size>[KMG] - size of the current log file in bytes with additional multipliers:
® K- Kilobyte - multiply by 1024
® M - Megabyte - multiply by 1024*1024
® G - Gigabyte - multiply by 1024*1024*1024

Examples:

set OPAO log file_size="default"

set OPAO log file_size=10M

I, Minimum log file size is 64K, maximum is 1G. Setting size less then 64K effectively makes the log file unlimited.

Parameter host
Type Text string

Value A remote host’s IP address or hostname (and optionally a remote TCP/IP port number) for the virtual serial line connection. If omitted, the
virtual serial line does not initiate a connection to the remote host and will listen for incoming connection requests.

Specify the value in the following form:

set OPAO host ="<host - nane>[: <port-no>]"

If the "<port-no>" is not specified, the virtual serial line uses the TCP/IP port number specified by the "port" parameter (see below).

Parameter port
Type Numeric
Value The TCP/IP port number for the virtual serial line. A virtual serial line always listens on this port for incoming connection requests.

If multiple virtualized machines are running on a server, ensure the port number is unique across the platform.
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Parameter application
Type Text string

Value An application (a terminal emulator is assumed in most cases) to be started on initialization of this serial line emulation. The specified
application startup string may contain all required parameters.

Example:

set OPAO application = "putty.exe -|1oad OPAQO"

In this example the terminal emulator application: "putty” is started with the parameters "-load OPAQ" telling it to load a specific saved
session named "OPAQ", (created separately) from the host registry.

The "application" parameter is often combined with a "port" parameter:

set TTAO port = 10003 application = "putty.exe -load TTAL"

1. Use the combination of "port" and "host" parameters as follows to connect a 3rd party terminal emulator or similar program.
set COML al i as=OPA0 host="192.168.1. 1" port=10000

In this example CHARON VM connects to port 10000 of a host with TCP/IP address "192.168.1.1" and at the same time it accepts connections
on local port 10000.

2. It is possible to specify a port on a remote host (note that CHARON always acts as a server). The syntax is:
set COWR alias=TTAO host="192. 168. 1. 1: 20000" port=10000

In this example CHARON VM accepts connection on local port 10000 and connects to remote port 20000 of a host with TCP/IP
address "192.168.1.1"

Note: the examples above are mainly used for inter-CHARON communications. They are used to connect CHARON VM to an application that
communicates to CHARON VM as described below.

Example:
Two CHARON VMs connected to each other:
On host "A":

set COWMR al i as=TTAO port=5500 host="B"

On host "B":

set COW alias=TTAO port=5500 host="A"

On these two hosts, executing CHARON VM, the two TTAO lines connect to each other, thus creating a "serial" cable between the two emulated HP
Alphas. The sequential order in which the CHARON VMs are started makes no difference.

Mapping Serial line controllers to system resources

Parameter line
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Type Text string
Value A defined COM port on a host system in the form of "\.\COMn" (or "COM<n>:")
Example:

set OPAO |ine="\\.\cCoOw"
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Placement of peripheral devices on PCI bus

Table of Contents

® General Description

® Available PCI slots per each HP Alpha model emulated by CHARON-AXP

bus
device
function
irg_bus
irq

AlphaServer 400 (3 PCI slots)
AlphaServer 800 (4 PCI slots)
AlphaServer 1000 (3 PCI slots)
AlphaServer 1000A (7 PCI slots)
AlphaServer 1200 (6 PCI slots)
AlphaServer 2000 (3 PCI slots)
AlphaServer 2100 (3 PCI slots)
AlphaServer 4000 (16 PCI slots)
AlphaServer 4100 (8 PCI slots)
AlphaServer DS10 (4 PCI slots)
AlphaServer DS10L (1 PCI slot)
AlphaServer DS15 (4 PCI slots)
AlphaServer DS20 (6 PCI slots)
AlphaServer DS25 (6 PCI slots)
AlphaServer ES40 (10 PCI slots)
AlphaServer ES45 (10 PCI slots)
AlphaServer GS80 (8 PCI busses)
AlphaServer GS160 (16 PCl busses)
AlphaServer GS320 (32 PCI busses)

General Description

Each peripheral device of CHARON Virtual Machine (VM) connects to CHARON-AXP emulated PCI bus with the following configuration parameters:
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Parameter bus

Type Text string
Value Value formats:
Models Format

AlphaServer 400-4100, DS, ES = "pci_<X>"
AlphaServer GS "gbb_<X>_pca_<Y> pci_<zZ>"

When specified, the bus configuration parameter tells the CHARON-AXP software the virtual PCI bus to which virtual HP Alpha system
shall connect a certain virtual PCIl adapter.

By default the bus configuration parameter is not specified.

If the bus configuration parameter is not specified, CHARON VM software connects the virtual PCl adapter to the first available virtual PClI
bus.

Example (AlphaServer ES40):

| oad KZPBA PKA bus=pci _1

Example (AlphaServer GS80):

| oad KZPBA PKA bus=qgbb_1_pca_1_pci _0

Parameter device
Type Numeric

Value When specified, the device configuration parameter specifies position of a virtual PCI adapter on virtual PCI bus.
By default the device configuration parameter is not specified.

If the device configuration parameter is not specified, the CHARON VM software connects the virtual PCI adapter at the first available
position of the virtual PCI bus.

Example:

| oad KZPBA PKA devi ce=2
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Parameter function

Type Numeric

Value When specified, the function configuration parameter specifies position of a virtual PCI adapter on virtual PCI bus.
By default the function configuration parameter is not specified.

If the function configuration parameter is not specified, the CHARON VM software connects the virtual PCI a dapter at the first available
position of the virtual PCI bus.

Example:

| oad KZPBA PKA function=0

Parameter irq_bus
Type Text string

Value When specified, the "irq_bus" configuration parameter specifies virtual bus routing interrupt requests from virtual PCI adapter to
CHARON-AXP virtual Alpha CPUs.

By default the "irq_bus" configuration parameter is not specified.

The "irq_bus" configuration parameter must be set to “isa” for AlphaServer 400. For HP Alpha systems other than AlphaServer 400 the
"irg_bus" configuration parameter must be left as is (i.e. not specified).

Example:

| oad KZPBA PKA irq_bus=isa

Parameter irq

Type Numeric

Value When specified, the "irq" configuration parameter assigns interrupt request to the virtual PCI adapter in HP Alpha system.
By default the irq configuration parameter is not specified.

If the irq configuration parameter is not specified, the CHARON VM software uses the correct values depending on the selected PCI
position of a virtual PCI adapter.

Example:

| oad KZPBA PKA irq=24

Note that typically all or some of those parameters are specified on loading of some PCI controller in the following way:

| oad KZPBA PKA bus=pci _1 device=1 function=0 irqg_bus=isa irq=24

Available PCI slots per each HP Alpha model emulated by CHARON-AXP

The tables below specifies a map of preloaded devices and available slots for each HP Alpha models emulated by CHARON-AXP.
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In addition to 3 PCI vacant slots there are 2 PCI positions occupied by on-board devices. All 5 PCI positions are listed in the following table in the order in
which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 6 0 11 NCR 53C810 PCI SCSI Adapter PKA
- 0 7 0 - Intel i82378 PCI ISA Bridge (SATURN)

0 0 11 0 10  <option>

1 0 12 0 15  <option>

2 0 13 0 9  <option>

The IRQ stands for ISA IRQ Number because all interrupts are routed through the Intel 82378 PCI ISA Bridge (SATURN) resident cascade of Intel i8259
interrupt controllers.

So far the CHARON-AXP VMs do not support virtual NCR 53C810 PCI SCSI adapter. Instead, virtual QLOGIC ISP1040B PCI SCSI adapter is used.
o No support for Multi-Function PCI devices in AlphaServer 400.

Example: Loading DE435 into slot 0

| oad DE435/dec21x4x EWA bus=pci _0 device=11 function=0 irq_bus=isa

o The "irq_bus=isa" setting is specific to AlphaServer 400 only.
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In addition to 4 PCI vacant slots there are 3 PCI positions occupied by on-board devices. All 7 PCI positions are listed in the following table in the order in
which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 5 0 0 QLOGIC ISP1020 PCI SCSI Adapter PKA
- 0 6 0 0 S3 Trio32/64 Display Adapter
- 0 7 0 - Intel i82375 PCI EISA Bridge (MERCURY)
0 0 11 0 1 | <option>
1 2 | <option>, function 1
2 17  <option>, function 2
3 18  <option>, function 3
1 0 12 0 3  <option>
1 4 <option>, function 1
2 19  <option>, function 2
3 20 | <option>, function 3
2 0 13 0 5 <option>
1 6 | <option>, function 1
2 21  <option>, function 2
3 22 | <option>, function 3
3 0 14 0 7  <option>
1 8  <option>, function 1
2 23  <option>, function 2
3 24 | <option>, function 3

The IRQ stands for input line of ASIC interrupt controllers. It has nothing to do with "EISA" style interrupts. So far, the CHARON-AXP VMs do not emulate
S3 Trio32/64 Display Adapter. So position of the device 6, function 0 on the PCI 0 remains empty.

Example 1: Loading DE500BA into slot 0

| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=11 function=0

Example 2: Loading multiple DE5S00BA’s into slot 3, populating all 4 functions (gives 4 Ethernet ports)

| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=14 function=0
| oad DE500BA/ dec21x4x EWB bus=pci _0 devi ce=14 function=1
| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=14 function=2
| oad DE500BA/ dec21x4x EWD bus=pci _0 devi ce=14 function=3
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Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4
| oad KZPBA PKB bus=pci _0 devi ce=12 functi on=0
| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=12 function=1

o In the above example device name is PKB as there is a built-in PK-like PCl SCSI Adapter located “closer” to CPU and therefore assigned name PKA.
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In addition to 3 PCI vacant slots there are 2 PCI positions occupied by on-board devices. All 5 PCI positions are listed in the following table in the order in
which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 6 0 12 NCR 53C810 PCI SCSI Adapter PKA
- 0 7 0 - Intel i82375 PCI EISA Bridge (MERCURY)
0 0 11 0 0 | <option>

1 1 <option>, function 1

2 2 | <option>, function 2

3 3  <option>, function 3
1 0 12 0 4 <option>

1 5 | <option>, function 1

2 6 | <option>, function 2

3 7 | <option>, function 3
2 0 13 0 8 | <option>

1 9 | <option>, function 1

2 10  <option>, function 2

3 11 <option>, function 3

The IRQ stands for input line of ASIC interrupt controllers. It has nothing to do with "EISA" style interrupts. So far, the CHARON-AXP VMs do not emulate
NCR 53C810 PCI SCSI adapter. Instead, emulation of QLOGIC ISP1040B PCI SCSI adapter is used.

Example 1: Loading DE500BA into slot 0

| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=11 function=0

Example 2: Loading multiple DE500BA’s into slot 0, populating all 4 functions (gives 4 Ethernet ports)
| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=11 function=0
| oad DE500BA/ dec21x4x EWB bus=pci _0 device=11 function=1

| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=11 function=2
| oad DE500BA/ dec21x4x EWD bus=pci _0 devi ce=11 function=3

Example 3: Loading mixture of KZPBA and DE500BA into slot 2, populating 2 functions out of 4
| oad KZPBA PKB bus=pci _0 devi ce=13 functi on=0
| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=13 function=1

o In the above example device name is PKB as there is a built-in PK-like PCl SCSI Adapter located “closer” to CPU and therefore assigned name PKA.
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In addition to 7 PCI vacant slots there are 3 PCI positions occupied by on-board devices. All 10 PCI positions are listed in the following table in the order
in which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 6 0 - Intel i82375 PCI EISA Bridge (MERCURY)
- 0 7 0 - DECchip 21050 PCI-to-PCI Bridge)
0 0 11 0 1  <option>

1 2 | <option>, function 1

2 17  <option>, function 2

3 18  <option>, function 3
1 0 12 0 2 | <option>

1 3 | <option>, function 1

2 19  <option>, function 2

3 20 | <option>, function 3
2 0 13 0 3 | <option>

1 4 <option>, function 1

2 21 | <option>, function 2

3 22  <option>, function 3

PCI1 (bus=pci_1)

- 1 0 0 0 NCR 53C810 PCI SCSI Adapter PKA
3 1 1 0 7  <option>
1 8 | <option>, function 1
2 23  <option>, function 2
3 24 | <option>, function 3
4 1 2 0 9  <option>
1 10 = <option>, function 1
2 25 | <option>, function 2
3 26 <option>, function 3
5 1 3 0 11 <option>
1 12 <option>, function 1
2 27 | <option>, function 2
3 28 | <option>, function 3
6 1 4 0 13  <option>
1 14 = <option>, function 1
2 29 | <option>, function 2
3 30 <option>, function 3

The IRQ stands for input line of ASIC interrupt controllers. It has nothing to do with "EISA" style interrupts. So far, the CHARON-AXP VMs do not emulate
NCR 53C810 PCI SCSI adapter. Instead, emulation of QLOGIC ISP1040B PCI SCSI adapter is used.

Example 1: Loading DE500BA into slot 0
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| oad DES00BA EWA bus=pci _0 devi ce=11 functi on=0

Example 2: Loading multiple DE5S00BA’s into slot 0, populating all 4 functions (gives 4 Ethernet ports)
| oad DES00BA EWA bus=pci _0 devi ce=11 functi on=0
| oad DES00BA EWB bus=pci _0 devi ce=11 function=1

| oad DES00BA EWC bus=pci _0 devi ce=11 function=2
| oad DES00BA EWD bus=pci _0 devi ce=11 function=3

Example 3: Loading mixture of KZPBA and DE500BA into slot 3, populating 2 functions out of 4
| oad KZPBA PKB bus=pci _1 devi ce=1 function=0
| oad DES00BA EWA bus=pci _1 devi ce=1 function=1

o In the above example device name is PKB as there is a built-in PK-like PCl SCSI Adapter located “closer” to CPU and therefore assigned name PKA.
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In addition to 6 PCI vacant slots there are 2 PCI positions occupied by on-board devices. All 8 PCI positions are listed in the following table in the order in
which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCI1 (bus=pci_1)

- 1 1 0 4 NCR 53C810 PCI SCSI Adapter PKA
0 1 2 0 8  <option>
1 9 | <option>, function 1
2 10  <option>, function 2
3 11  <option>, function 3
1 1 3 0 12  <option>
1 13 | <option>, function 1
2 14  <option>, function 2
3 16  <option>, function 3
2 1 4 0 16 <option>
1 17 | <option>, function 1
2 18  <option>, function 2
3 19  <option>, function 3

PCIO (bus=pci_0)

- 0 1 0 - Intel i82375 PCI EISA Bridge (MERCURY)
4 0 2 0 8 | <option>
1 9  <option>, function 1
2 10  <option>, function 2
3 11  <option>, function 3
5 0 3 0 12  <option>
1 13 | <option>, function 1
2 14  <option>, function 2
3 15  <option>, function 3
6 0 4 0 16 <option>
1 17  <option>, function 1
2 18  <option>, function 2
3 19  <option>, function 3

So far, the CHARON-AXP VMs do not emulate NCR 53C810 PCI SCSI adapter. Instead, emulation of QLOGIC ISP1040B PCI SCSI adapter is used.
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Example 1: Loading DE500BA into slot 4

| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=2 functi on=0

Example 2: Loading multiple DE500BA’s into slot 4, populating all 4 functions (gives 4 Ethernet ports)
| oad DE500BA/ dec21x4x EWA bus=pci _0 device=2 functi on=0
| oad DE500BA/ dec21x4x EWB bus=pci _0 devi ce=2 function=1

| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=2 function=2
| oad DE500BA/ dec21x4x EWD bus=pci _0 devi ce=2 functi on=3

Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4
| oad KZPBA PKB bus=pci _1 devi ce=2 function=0
| oad DE500BA/ dec21x4x EWA bus=pci _1 device=2 function=1

o In the above example device name is PKB as there is a built-in PK-like PCl SCSI Adapter located “closer” to CPU and therefore assigned name PKA.
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In addition to 3 PCI vacant slots there are 3 PCI positions occupied by on-board devices. All 6 PCI positions are listed in the following table in the order in
which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 0 0 2 DEC TULIP PCI Ethernet adapter EWA
- 0 1 0 1 NCR53C810 PCI SCSI Adapter PKA
- 0 2 0 - Intel i82375 PCI EISA Bridge (MERCURY)
0 0 6 0 0  <option>

1 24 | <option>, function 1

2 26 <option>, function 2

3 29 | <option>, function 3
1 0 7 0 4 | <option>

1 25 | <option>, function 1

2 27  <option>, function 2

3 30 <option>, function 3
2 0 8 0 5 <option>

1 20  <option>, function 1

2 28 <option>, function 2

3 31  <option>, function 3

The IRQ stands for input line of T2 resident cascade of Intel i8259 interrupt controllers. It has nothing to do with “EISA” style interrupts.
So far the CHARON-AXP emulators do not support virtual NCR 53C810 PCI SCSI adapter. Instead, virtual QLOGIC ISP1040B PCI SCSI adapter is used.
Example 1: Loading DE500BA into slot 0

| oad DE500BA/ dec21x4x EWB bus=pci _0 devi ce=6 functi on=0

Example 2: Loading multiple DE500BA’s into slot 0, populating all 4 functions (gives 4 Ethernet ports)

| oad DE500BA/ dec21x4x EWB bus=pci _0 devi ce=6 function=0
| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=6 function=1
| oad DE500BA/ dec21x4x EWD bus=pci _0 devi ce=6 function=2
| oad DE500BA/ dec21x4x EWE bus=pci _0 devi ce=6 function=3

o In the above examples device name is EWB as there is a built-in EW-like PCI Ethernet Adapter located “closer” to CPU and therefore assigned name
EWA.

Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4

| oad KZPBA PKB bus=pci _0 devi ce=7 function=0
| oad DE500BA/ dec21x4x EWB bus=pci _0 devi ce=7 function=1

o In the above example device name is PKB as there is a built-in PK-like PCl SCSI Adapter located “closer” to CPU and therefore assigned name PKA,
and device name is EWB as there is a built-in EW-like PCI Ethernet Adapter located “closer” to CPU and therefore assigned name EWA.
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In addition to 3 PCI vacant slots there are 3 PCI positions occupied by on-board devices. All 6 PCI positions are listed in the following table in the order in
which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 0 0 2 DEC TULIP PCI Ethernet adapter EWA
- 0 1 0 1 NCR53C810 PCI SCSI Adapter PKA
- 0 2 0 - Intel i82375 PCI EISA Bridge (MERCURY)
0 0 6 0 0  <option>

1 24 | <option>, function 1

2 26 <option>, function 2

3 29 | <option>, function 3
1 0 7 0 4 | <option>

1 25 | <option>, function 1

2 27  <option>, function 2

3 30 <option>, function 3
2 0 8 0 5 <option>

1 20  <option>, function 1

2 28 <option>, function 2

3 31  <option>, function 3

The IRQ stands for input line of T2 resident cascade of Intel i8259 interrupt controllers. It has nothing to do with “EISA” style interrupts.
So far the CHARON-AXP VMs do not support virtual NCR 53C810 PCI SCSI adapter. Instead, virtual QLOGIC ISP1040B PCI SCSI adapter is used.
Example 1: Loading DE500BA into slot 0

| oad DE500BA/ dec21x4x EWB bus=pci _0 devi ce=6 functi on=0

Example 2: Loading multiple DE500BA’s into slot 0, populating all 4 functions (gives 4 Ethernet ports)

| oad DE500BA/ dec21x4x EWB bus=pci _0 devi ce=6 function=0
| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=6 function=1
| oad DE500BA/ dec21x4x EWD bus=pci _0 devi ce=6 function=2
| oad DE500BA/ dec21x4x EWE bus=pci _0 devi ce=6 function=3

o In the above examples device name is EWB as there is a built-in EW-like PCI Ethernet Adapter located “closer” to CPU and therefore assigned name
EWA.

Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4

| oad KZPBA PKB bus=pci _0 devi ce=7 function=0
| oad DE500BA/ dec21x4x EWB bus=pci _0 devi ce=7 function=1

o In the above example device name is PKB as there is a built-in PK-like PCl SCSI Adapter located “closer” to CPU and therefore assigned name PKA,
and device name is EWB as there is a built-in EW-like PCI Ethernet Adapter located “closer” to CPU and therefore assigned name EWA.
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In addition to 16 PCI vacant slots there are 2 PCI positions occupied by on-board devices. All 18 PCI positions are listed in the following table in the order
in which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCI1 (bus=pci_1)

- 1 1 0 4 NCR 53C810 PCI SCSI Adapter PKA
1 1 2 0 8  <option>
1 9 | <option>, function 1
2 10  <option>, function 2
3 11  <option>, function 3
2 1 3 0 12  <option>
1 13 | <option>, function 1
2 14  <option>, function 2
3 15  <option>, function 3
3 1 4 0 16 <option>
1 17 | <option>, function 1
2 18  <option>, function 2
3 19  <option>, function 3
4 1 5 0 20 <option>
1 21 | <option>, function 1
2 22 | <option>, function 2
3 23 | <option>, function 3

PCIO (bus=pci_0)

- 0 1 0 - Intel i82375 PCI EISA Bridge (MERCURY)
5 0 2 0 8 <option>
1 9 | <option>, function 1
2 10 = <option>, function 2
3 11  <option>, function 3
6 0 3 0 12 <option>
1 13  <option>, function 1
2 14  <option>, function 2
3 15  <option>, function 3
7 0 4 0 16  <option>
1 17 = <option>, function 1
2 18  <option>, function 2
3 19  <option>, function 3
8 0 5 0 20 <option>
1 21  <option>, function 1
2 22  <option>, function 2
3 23 | <option>, function 3
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PCI3 (bus=pci_3)

9 3
10 3
11 3
12 3

PCI2 (bus=pci_2)

13 2
14 2
15 2
16 2

10
11
12
13
14
15
16
17
18
19
20
21
22
23

10
11
12
13
14
15
16
17
18
19
20
21
22
23

<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2

<option>, function 3

<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2

<option>, function 3

So far the CHARON-AXP VMs do not support virtual NCR 53C810 PCl SCSI adapter. Instead, virtual QLOGIC ISP1040B PCI SCSI adapter is used.
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Example 1: Loading DE500BA into slot 4

| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=5 functi on=0

Example 2: Loading multiple DE500BA’s into slot 4, populating all 4 functions (gives 4 Ethernet ports)
| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=5 functi on=0
| oad DE500BA/ dec21x4x EWB bus=pci _1 devi ce=5 function=1

| oad DE500BA/ dec21x4x EWC bus=pci _1 devi ce=5 function=2
| oad DE500BA/ dec21x4x EWD bus=pci _1 devi ce=5 functi on=3

Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4
| oad KZPBA PKB bus=pci _1 devi ce=2 function=0
| oad DE500BA/ dec21x4x EWA bus=pci _1 device=2 function=1

o In the above example device name is PKB as there is a built-in PK-like PCl SCSI Adapter located “closer” to CPU and therefore assigned name PKA.
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In addition to 8 PCI vacant slots there are 2 PCI positions occupied by on-board devices. All 10 PCI positions are listed in the following table in the order
in which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCI1 (bus=pci_1)

- 1 1 0 4 NCR 53C810 PCI SCSI Adapter PKA
1 1 2 0 8  <option>
1 9 | <option>, function 1
2 10  <option>, function 2
3 11  <option>, function 3
2 1 3 0 12  <option>
1 13 | <option>, function 1
2 14  <option>, function 2
3 15  <option>, function 3
3 1 4 0 16 <option>
1 17 | <option>, function 1
2 18  <option>, function 2
3 19  <option>, function 3
4 1 5 0 20 <option>
1 21 | <option>, function 1
2 22 | <option>, function 2
3 23 | <option>, function 3

PCIO (bus=pci_0)

- 0 1 0 - Intel i82375 PCI EISA Bridge (MERCURY)
5 0 2 0 8 <option>
1 9 | <option>, function 1
2 10 = <option>, function 2
3 11  <option>, function 3
6 0 3 0 12 <option>
1 13  <option>, function 1
2 14  <option>, function 2
3 15  <option>, function 3
7 0 4 0 16  <option>
1 17 = <option>, function 1
2 18  <option>, function 2
3 19  <option>, function 3
8 0 5 0 20 <option>
1 21  <option>, function 1
2 22  <option>, function 2
3 23 | <option>, function 3
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So far the CHARON-AXP VMs do not support virtual NCR 53C810 PCI SCSI adapter. Instead, virtual QLOGIC ISP1040B PCI SCSI adapter is used.
Example 1: Loading DE500BA into slot 4

| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=5 functi on=0

Example 2: Loading multiple DE5S00BA’s into slot 4, populating all 4 functions (gives 4 Ethernet ports)
| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=5 functi on=0
| oad DE500BA/ dec21x4x EWB bus=pci _1 devi ce=5 function=1

| oad DE500BA/ dec21x4x EWC bus=pci _1 devi ce=5 function=2
| oad DE500BA/ dec21x4x EWD bus=pci _1 devi ce=5 functi on=3

Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4
| oad KZPBA PKB bus=pci _1 devi ce=2 function=0

| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=2 function=1

o In the above example device name is PKB as there is a built-in PK-like PCl SCSI Adapter located “closer” to CPU and therefore assigned name PKA.

© Stromasys, 2019 251/390



Document number: 60-16-035-002

In addition to 4 PCI vacant slots there are 5 PCI positions occupied by on-board devices. All 9 PCI positions are listed in the following table in the order in
which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCI1 (bus=pci_0)

- 0 7 0 - ALi M1543C PCI ISA bridge
- 0 9 0 29 DECchip 21143 PCI Ethernet Adapter EWA
- 0 11 0 30 DECchip 21143 PCI Ethernet Adapter EWB
- 0 13 0 - ALi M1543C PCI IDE/ATAPI controller DQA, DQB
1 0 14 0 35 <option>

1 34  <option>, function 1

2 33  <option>, function 2

3 32 <option>, function 3
2 0 15 0 39 <option>

1 38 <option>, function 1

2 37  <option>, function 2

3 36 <option>, function 3
3 0 16 0 43 <option>

1 42  <option>, function 1

2 41 | <option>, function 2

3 40 | <option>, function 3
4 0 17 0 47  <option>

1 46  <option>, function 1

2 45  <option>, function 2

3 44 | <option>, function 3
- 0 19 0 11 ALi M1543C PCI USB adapter

Example 1: Loading DE500BA into slot 1

| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=14 function=0
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Example 2: Loading multiple DE5S00BA’s into slot 1, populating all 4 functions (gives 4 Ethernet ports)

| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=14 function=0
| oad DE500BA/ dec21x4x EWD bus=pci _0 devi ce=14 function=1
| oad DE500BA/ dec21x4x EWE bus=pci _0 devi ce=14 function=2
| oad DE500BA/ dec21x4x EWF bus=pci _0 devi ce=14 function=3

o In the above examples device name is EWC as there are built-in EW-like PCI Ethernet Adapters located “closer” to CPU and therefore assigned
names EWA and EWB.

Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4

| oad KZPBA PKB bus=pci _0 devi ce=14 function=0
| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=14 function=1

o In the above example device name is PKB as there is a built-in PK-like PCI SCSI Adapter located “closer” to CPU and therefore assigned name
PKA, as there are two built-in EW-like PCI Ethernet Adapters located “closer” to CPU and therefore assigned names EWA and EWB.
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In addition to 1 PCI vacant slots there are 5 PCI positions occupied by on-board devices. All 6 PCI positions are listed in the following table in the order in
which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCI1 (bus=pci_0)

- 0 7 0 - ALi M1543C PCI ISA bridge
- 0 9 0 29 DECchip 21143 PCI Ethernet Adapter EWA
- 0 11 0 30 DECchip 21143 PCI Ethernet Adapter EWB
- 0 13 0 - ALi M1543C PCI IDE/ATAPI controller DQA, DQB
1 0 17 0 47  <option>
1 46 <option>, function 1
2 45 | <option>, function 2
3 44 | <option>, function 3
- 0 19 0 11 ALi M1543C PCI USB adapter

Example 1: Loading DE500BA into slot 1

| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=17 function=0

Example 2: Loading multiple DE5S00BA’s into slot 1, populating all 4 functions (gives 4 Ethernet ports)

| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=17 function=0
| oad DE500BA/ dec21x4x EWD bus=pci _0 devi ce=17 function=1
| oad DE500BA/ dec21x4x EWE bus=pci _0 devi ce=17 function=2
| oad DE500BA/ dec21x4x EWF bus=pci _0 devi ce=17 function=3

o In the above examples device name is EWC as there are built-in EW-like PCI Ethernet Adapters located “closer” to CPU and therefore assigned
names EWA and EWB.

Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4

| oad KZPBA PKB bus=pci _0 devi ce=17 function=0
| oad DE500BA/ dec21x4x EWC bus=pci _0 devi ce=17 function=1

o In the above example device name is PKB as there is a built-in PK-like PCI SCSI Adapter located “closer” to CPU and therefore assigned name
PKA, as there are two built-in EW-like PCI Ethernet Adapters located “closer” to CPU and therefore assigned names EWA and EWB
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In addition to 4 PCI vacant slots there are 7 PCI positions occupied by on-board devices. All 11 PCI positions are listed in the following table in the order
in which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 7 0 - ALi M1543C PCI ISA bridge
- 0 8 0 - Adaptec AIC-7899 (channel 0) PKA

1 - Adaptec AIC-7899 (channel 1) PKB
- 0 9 0 - Intel i82559 PCI Ethernet Adapter EIA (EWA)
- 0 10 0 - Intel i82559 PCI Ethernet Adapter EIB (EWB)
- 0 13 0 - ALi M1543C PCI IDE/ATAPI controller DQA, DQB
- 0 19 0 - ALi M1543C PCI USB adapter

PCI2 (bus=pci_2)

1 2 7 0 40 <option>
1 41 <option>, function 1
2 42 | <option>, function 2
3 43 | <option>, function 3
2 2 8 0 36 <option>
1 37 <option>, function 1
2 38 <option>, function 2
3 39 <option>, function 3
3 2 9 0 24 <option>
1 25  <option>, function 1
2 26  <option>, function 2
3 27 | <option>, function 3
4 2 10 0 20 <option>
1 21 | <option>, function 1
2 22 | <option>, function 2
3 23  <option>, function 3

The IRQ stands for bit position in DRIR of TITAN chip. It has nothing to do with “ISA” style interrupts which are routed to IRQ 55 (including ALi M1543C
PCI IDE/ATAPI controller).

So far the CHARON-AXP emulators do not emulate Adaptec AIC-7899. Instead, emulation of QLOGIC ISP1040B is used.
So far the CHARON-AXP emulators do not emulate Intel i82559. Instead, emulation of DECchip 21143 is used.
So far the CHARON-AXP emulators do not emulate ALi M1543C PCIl USB adapter. So position of the device 19, function 0 on the PCI 0 remains empty.
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Example 1: Loading DE500BA into slot 1

| oad DE500BA/ dec21x4x EWC bus=pci _2 devi ce=7 functi on=0

Example 2: Loading multiple DE500BA’s into slot 2, populating all 4 functions (gives 4 Ethernet ports)

| oad DE500BA/ dec21x4x EWC bus=pci _2 devi ce=8 functi on=0
| oad DE500BA/ dec21x4x EWD bus=pci _2 devi ce=8 function=1
| oad DE500BA/ dec21x4x EWE bus=pci _2 devi ce=8 function=2
| oad DE500BA/ dec21x4x EWF bus=pci _2 devi ce=8 functi on=3

o In the above examples device name is EWC as there are built-in EW-like PCI Ethernet Adapters located “closer” to CPU and therefore assigned
names EWA and EWB.

Example 3: Loading mixture of KZPBA and DE500BA into slot 3, populating 2 functions out of 4

| oad KZPBA PKC bus=pci _2 device=9 function=0
| oad DE500BA/ dec21x4x EWC bus=pci _2 device=9 function=1

o In the above example device name is PKC as there are 2 built-in PK-like PCI SCSI Adapter located “closer” to CPU and therefore assigned name
PKA and PKB, as there are two built-in EW-like PCI Ethernet Adapters located “closer” to CPU and therefore assigned names EWA and EWB

© Stromasys, 2019 256 /390



Document number: 60-16-035-002

In addition to 6 PCI vacant slots there are 5 PCI positions occupied by on-board devices. All 11 PCI positions are listed in the following table in the order
in which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description

PCI1 (bus=pci_1)

4 1 7 0 47
1 46
2 45
3 44
5 1 8 0 43
1 42
2 41
3 49
6 1 9 0 39
1 38
2 37
3 36
PCIO (bus=pci_0)
- 0 5 0 -
- 0 6 0 19
1 18
- 0 15 0 -
- 0 19 0 -
1 0 7 0 31
1 30
2 29
3 28
2 0 8 0 27
1 26
2 25
3 24
3 0 9 0 23
1 22
2 21
3 20

<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2

<option>, function 3

ALi M1543C PCI ISA bridge

Adaptec AIC-7895 (channel 0)
Adaptec AIC-7895 (channel 1)

ALi M1543C PCI IDE/ATAPI controller

ALi M1543C PCI USB adapter

<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2
<option>, function 3
<option>

<option>, function 1
<option>, function 2

<option>, function 3

Preloaded
Name

PKA
PKB
DQA, DQB

The IRQ stands for bit position in DRIR of Tsunami/Typhoon Chip. It has nothing to do with “ISA” style interrupts which are routed to IRQ 55 (including ALi

M1543C PCI IDE/ATAPI controller).

Unless SCSI option is plugged into PCl slot 4, 5, or 6, the onboard SCSI controllers appear as PKA (pka7.0.0.6.0) and PKB (pkb7.0.0.106.0) respectively.

So far the CHARON-AXP VMs do not support virtual Adaptec AIC-7895 PCI SCSI adapter. Instead, virtual QLOGIC ISP1040B PCI SCSI adapter is used.

So far the CHARON-AXP eVMs do not support virtual ALi M1543C PCI USB adapter. So position of the device 19, function 0 on the PCI 0 remains empty

© Stromasys, 2019

2571390



Document number: 60-16-035-002

Example 1: Loading DE500BA into slot 4

| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=7 function=0

Example 2: Loading multiple DE5S00BA’s into slot 4, populating all 4 functions (gives 4 Ethernet ports)
| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=7 functi on=0
| oad DE500BA/ dec21x4x EWB bus=pci _1 devi ce=7 function=1
| oad DE500BA/ dec21x4x EWC bus=pci _1 devi ce=7 functi on=2
| oad DE500BA/ dec21x4x EWD bus=pci _1 devi ce=7 functi on=3
Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4
| oad KZPBA PKC bus=pci _0 devi ce=7 function=0
| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=7 function=1

o In the above example device name is PKC as there are two built-in PK-like PCI SCSI Adapters located “closer” to CPU and therefore assigned names
PKA and PKB.
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In addition to 6 PCI vacant slots there are 7 PCI positions occupied by on-board devices. All 13 PCI positions are listed in the following table in the order
in which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 7 0 - ALi M1543C PCI ISA bridge
- 0 8 0 - Intel i82559 PCI Ethernet Adapter EIA (EWA)
1 0 9 0 24 | <option>

1 25 | <option>, function 1

2 26 | <option>, function 2

3 27 = <option>, function 3
2 0 10 0 12  <option>

1 13 | <option>, function 1

2 14  <option>, function 2

3 15  <option>, function 3
- 0 16 0 - ALi M1543C PCI IDE/ATAPI controller DQA, DQB
- 0 19 1 - ALi M1543C PCI USB adapter

PCI1 (bus=pci_1)

3 1 1 0 28 <option>
1 29 | <option>, function 1
2 30 <option>, function 2
3 31  <option>, function 3
4 1 2 0 32  <option>
1 33  <option>, function 1
2 34  <option>, function 2
3 35 <option>, function 3

PCI2 (bus=pci_2)

- 2 1 0 - Adaptec AIC-7899 (channel 0) PKA
1 - Adaptec AIC-7899 (channel 1) PKB
- 2 5 0 - BroadCom BCM5703 PCI Ethernet Adapter EIB (EWB)

PCI3 (bus=pci_3)

5 3 1 0 36 <option>
1 37  <option>, function 1
2 38 <option>, function 2
3 39 <option>, function 3
6 3 2 0 40  <option>
1 41 | <option>, function 1
2 42  <option>, function 2
3 43 | <option>, function 3
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The IRQ stands for bit position in DRIR of TITAN Chip. It has nothing to do with “ISA” style interrupts which are routed to IRQ 55 (including ALi M1543C
PCI IDE/ATAPI controller).

So far the CHARON-AXP VMs do not emulate Intel i82559. Instead, emulation of DECchip 21143 is used.
So far the CHARON-AXP VMs do not emulate ALi M1543C PCI USB adapter. So position of the device 19, function 0 on the PCI 0 remains empty.

Unless SCSI option is plugged into PCl slot 1, 2, 3, or 4, the onboard SCSI controllers appear as PKA (pka7.0.0.1.2) and PKB (pkb7.0.0.101.2)
respectively.

So far the CHARON-AXP VMs do not emulate Adaptec AIC-7899. Instead, emulation of QLOGIC ISP1040B is used.
So far the CHARON-AXP VMs do not emulate BroadCom BCM5703. Instead, emulation of DECchip 21143 is used.
Example 1: Loading DE500BA into slot 5

| oad DE500BA/ dec21x4x EWC bus=pci _3 devi ce=1 function=0

Example 2: Loading multiple DE5S00BA’s into slot 5, populating all 4 functions (gives 4 Ethernet ports)

| oad DE500BA/ dec21x4x EWC bus=pci _3 devi ce=1 function=0
| oad DE500BA/ dec21x4x EWD bus=pci _3 devi ce=1 function=1
| oad DE500BA/ dec21x4x EWE bus=pci _3 devi ce=1 function=2
| oad DE500BA/ dec21x4x EWF bus=pci _3 devi ce=1 function=3

o In the above examples device name is EWC as there are built-in EW-like PCI Ethernet Adapters located “closer” to CPU and therefore assigned
names EWA and EWB.

Example 3: Loading mixture of KZPBA and DE500BA into slot 6, populating 2 functions out of 4

| oad KZPBA PKC bus=pci _3 devi ce=2 function=0
| oad DE500BA/ dec21x4x EWC bus=pci _3 devi ce=2 function=1

o In the above example device name is PKB as there is a built-in PK-like PCI SCSI Adapter located “closer” to CPU and therefore assigned name
PKA, as there are two built-in EW-like PCI Ethernet Adapters located “closer” to CPU and therefore assigned names EWA and EWB
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In addition to 10 PCI vacant slots there are 3 PCI positions occupied by on-board devices. All 13 PCI positions are listed in the following table in the order
in which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCI1 (bus=pci_1)

5 1 1 0 24 <option>

1 25  <option>, function 1

2 26 | <option>, function 2

3 27 | <option>, function 3
6 1 2 0 28 <option>

1 29  <option>, function 1

2 30 <option>, function 2

3 31  <option>, function 3
7 1 3 0 32 <option>

1 33  <option>, function 1

2 34  <option>, function 2

3 35 <option>, function 3
8 1 4 0 36 <option>

1 37 <option>, function 1

2 38 <option>, function 2

3 39 <option>, function 3
9 1 5 0 40 <option>

1 41 <option>, function 1

2 42  <option>, function 2

3 43 | <option>, function 3
10 1 6 0 44  <option>

1 45 | <option>, function 1

2 46 | <option>, function 2

3 47 | <option>, function 3

PCIO (bus=pci_0)

1 0 1 0 8 | <option>
1 9 | <option>, function 1
2 10  <option>, function 2
3 11  <option>, function 3
2 0 2 0 12  <option>
1 13 | <option>, function 1
2 14  <option>, function 2
3 15  <option>, function 3
3 0 3 1 16  <option>
1 17 = <option>, function 1
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2 18  <option>, function 2
3 19  <option>, function 3
4 0 4 0 20  <option>
1 21 | <option>, function 1
2 22 | <option>, function 2
3 23 | <option>, function 3
- 0 5 0 - ALi M1543C PCI ISA bridge
- 0 15 0 - ALi M1543C PCI ISA bridge DQA, DQB
- 0 19 0 - ALi M1543C PCI USB adapter

The IRQ stands for bit position in DRIR of Tsunami/Typhoon chip. It has nothing to do with “ISA” style interrupts which are routed to IRQ 55 (including ALi
M1543C PCI IDE/ATAPI controller).

So far the CHARON-AXP VMs do not support virtual ALi M1543C PCI USB adapter. So position of the device 19, function 0 on the PCI 0 remains empty.
Example 1: Loading DE500BA into slot 5

| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=1 functi on=0

Example 2: Loading multiple DE500BA’s into slot 5, populating all 4 functions (gives 4 Ethernet ports)
| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=1 functi on=0

| oad DE500BA/ dec21x4x EWB bus=pci _1 device=1 function=1

| oad DE500BA/ dec21x4x EWC bus=pci _1 devi ce=1 function=2

| oad DE500BA/ dec21x4x EWD bus=pci _1 devi ce=1 functi on=3

Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4

| oad KZPBA PKA bus=pci _0 devi ce=1 function=0
| oad DE500BA/ dec21x4x EWA bus=pci _0 devi ce=1 function=1
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In addition to 10 PCI vacant slots there are 3 PCI positions occupied by on-board devices. All 13 PCI positions are listed in the following table in the order
in which Alpha SRM console enumerates them.

Slot pci_<N> device function irq Description Preloaded
Name

PCIO (bus=pci_0)

- 0 7 0 - ALi M1543C PCI ISA bridge
1 0 8 0 20  <option>
1 21 | <option>, function 1
2 22 | <option>, function 2
3 23 | <option>, function 3
2 0 9 0 24  <option>
1 25 | <option>, function 1
2 26 | <option>, function 2
3 27  <option>, function 3
3 0 10 0 12 <option>
1 13 | <option>, function 1
2 14  <option>, function 2
3 15  <option>, function 3
4 0 11 0 16  <option>
1 17 = <option>, function 1
2 18  <option>, function 2
3 19  <option>, function 3
- 0 16 0 - ALi M1543C PCI IDE/ATAPI controller DQA, DQB
- 0 19 0 - ALi M1543C PCI USB adapter

PCI1 (bus=pci_1)

5 1 1 0 28  <option>
1 29 | <option>, function 1
2 30 <option>, function 2
3 31  <option>, function 3
6 1 2 0 32 <option>
1 33  <option>, function 1
2 34  <option>, function 2
3 35 <option>, function 3

PCI2 (bus=pci_2)

7 2 1 0 0 | <option>
1 1  <option>, function 1
2 2 | <option>, function 2
3 3 | <option>, function 3
8 2 2 0 4 | <option>

1 5 | <option>, function 1
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2 6 | <option>, function 2
3 7  <option>, function 3
PCI3 (bus=pci_3)
9 3 1 0 36 <option>
1 37  <option>, function 1
2 38 <option>, function 2
3 39 <option>, function 3
10 3 2 0 40 <option>
1 41 | <option>, function 1
2 42  <option>, function 2
3 43 | <option>, function 3

The IRQ stands for bit position in DRIR of TITAN chip. It has nothing to do with “ISA” style interrupts which are routed to IRQ 55 (including ALi M1543C
PCI IDE/ATAPI controller).

So far the CHARON-AXP VMs do not support virtual ALi M1543C PCI USB adapter. So position of the device 19, function 0 on the PCI 0 remains empty.

Example 1: Loading DE500BA into slot 5

| oad DE500BA/ dec21x4x EWA bus=pci _1 device=1 function=0

Example 2: Loading multiple DE5S00BA’s into slot 5, populating all 4 functions (gives 4 Ethernet ports)
| oad DE500BA/ dec21x4x EWA bus=pci _1 devi ce=1 function=0
| oad DE500BA/ dec21x4x EWB bus=pci _1 devi ce=1 function=1
| oad DE500BA/ dec21x4x EWC bus=pci _1 devi ce=1 function=2
| oad DE500BA/ dec21x4x EWD bus=pci _1 devi ce=1 function=3
Example 3: Loading mixture of KZPBA and DE500BA into slot 1, populating 2 functions out of 4

| oad KZPBA PKA bus=pci _0 devi ce=8 function=0
| oad DE500BA/ dec21x4x EWA bus=pci _0 device=8 function=1
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Slot

pci_<N> device function

irg Description

QBBO0.PCAO0.PCIO0 (bus=gbb_0_pca_0_pci_0)

0/1

2

0

o o o o

0

1
2
3
7
15
19

0
0
0
0
0

0

36 QLOGIC ISP1040B PCI SCSI Adapter

40
44

<option>

<option>

ALi M1543C PCI ISA bridge
ALi M1543C PCI IDE/ATAPI controller

ALi M1543C PCI USB adapter

QBBO0.PCAO0.PCI1 (bus=gbb_0_pca 0 pci_1)

4
5
6

7

1

1

1

1

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBBO0.PCA1.PCIO0 (bus=gbb_0_pca_1_pci_0)

011
2
3

2

2

2

0
2
3

0
0
0

32
40
44

<option>
<option>

<option>

QBBO.PCA1.PCI1 (bus=gqbb_0_pca_1_pci 1)

4
5
6

7

3
3
3
3

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB1.PCA0.PCIO (bus=gbb_1_pca 0 pci_0)

011
2
3

8

8

8

0

2

3

0

0

0

32

40

44

<option>
<option>

<option>

QBB1.PCA0.PCI1 (bus=gqbb_1_pca_0_pci 1)

4
5
6
7

9
9
9
9

4
5
6
7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB1.PCA1.PCIO (bus=gbb_1_pca_1_pci_0)

01
2
3

10

10

10

0

2

3

0

0

0

32

40

44

<option>
<option>

<option>

QBB1.PCA1.PCI1 (bus=gbb_1_pca_1_pci_1)

4

5
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11

4

5

0
0

48
52

<option>

<option>
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6 11 6 0 56 <option>

7 11 7 0 60 <option>

PCI 2 and 3 on each QBB are not populated.
So far the CHARON-AXP VMs do not support virtual ALi M1543C PCI USB adapter. So position of the device 19, function 0 on the PCI 0 remains empty.

Total number of PCI devices configured through CFG file may not exceed 20.

Example: Loading DE5S00BA into slot 2 of QBB0.PCAQ

| oad DE500BA/ dec21x4x EWA bus=qgbb_0_pca_0_pci _0 device=2 functi on=0
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Slot

pci_<N> device function

irg Description

QBBO0.PCAO0.PCIO0 (bus=gbb_0_pca_0_pci_0)

0/1

2

0

o o o o

0

1
2
3
7
15
19

0
0
0
0
0

0

36 QLOGIC ISP1040B PCI SCSI Adapter

40
44

<option>

<option>

ALi M1543C PCI ISA bridge
ALi M1543C PCI IDE/ATAPI controller

ALi M1543C PCI USB adapter

QBBO0.PCAO0.PCI1 (bus=gbb_0_pca 0 pci_1)

4
5
6

7

1

1

1

1

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBBO0.PCA1.PCIO0 (bus=gbb_0_pca_1_pci_0)

011
2
3

2

2

2

0
2
3

0
0
0

32
40
44

<option>
<option>

<option>

QBBO.PCA1.PCI1 (bus=gqbb_0_pca_1_pci 1)

4
5
6

7

3
3
3
3

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB1.PCA0.PCIO (bus=gbb_1_pca 0 pci_0)

011
2
3

8

8

8

0

2

3

0

0

0

32

40

44

<option>
<option>

<option>

QBB1.PCA0.PCI1 (bus=gqbb_1_pca_0_pci 1)

4
5
6
7

9
9
9
9

4
5
6
7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB1.PCA1.PCIO (bus=gbb_1_pca_1_pci_0)

01
2
3

10

10

10

0

2

3

0

0

0

32

40

44

<option>
<option>

<option>

QBB1.PCA1.PCI1 (bus=gbb_1_pca_1_pci_1)

4

5
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4

5

0
0

48
52

<option>

<option>
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6 11 6 0 56 <option>
7 11 7 0 60 <option>

QBB2.PCAO0.PCIO (bus=qbb_2 _pca_0_pci_0)

0/1 16 0 0 32 <option>
2 16 2 0 40 <option>
3 16 3 0 44  <option>

QBB2.PCAO0.PCI1 (bus=gbb_2 pca 0 _pci 1)

4 17 4 0 48 <option>
5 17 5 0 52 <option>
6 17 6 0 56 <option>
7 17 7 0 60 <option>

QBB2.PCA1.PCIO (bus=qbb_2 _pca_1_pci 0)

0/1 18 0 0 32 <option>
2 18 2 0 40 <option>
3 18 3 0 44  <option>

QBB2.PCA1.PCI1 (bus=gbb_2 pca _1_pci_1)

4 19 4 0 48 <option>
5 19 5 0 52  <option>
6 19 6 0 56 <option>
7 19 7 0 60 <option>

QBB3.PCA0.PCIO (bus=qbb_3_pca_0_pci 0)

0/1 24 0 0 32 <option>
2 24 2 0 40 <option>
3 24 3 0 44  <option>

QBB3.PCAO0.PCI1 (bus=gbb_3 pca 0 pci_1)

4 25 4 0 48 <option>
5 25 5 0 52 <option>
6 25 6 0 56 <option>
7 25 7 0 60 <option>

QBB3.PCA1.PCIO (bus=gbb_3 pca_1_pci_0)

0/1 26 0 0 32 <option>
2 26 2 0 40  <option>
3 26 3 0 44  <option>

QBBO0.PCAO0.PCI1 (bus=gbb_3 pca_1_pci_1)

4 27 4 0 48 <option>
5 27 5 0 52 <option>
6 27 6 0 56 <option>
7 27 7 0 60 <option>

PCA 2 and 3 on each QBB are not populated in emulator.

So far the CHARON-AXP VMs do not emulate ALi M1543C PCI USB adapter. So position of the device 19, function 0 on the PCI 0 on QBB 0 remains
empty.
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Total number of PCI devices configured through CFG file may not exceed 20.

Example: Loading DE500BA into slot 2 of QBB0.PCAOQ

| oad DE500BA/ dec21x4x EWA bus=qbb_0_pca_0_pci _0 devi ce=2 functi on=0
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Slot

pci_<N> device function

irg Description

QBBO0.PCAO0.PCIO0 (bus=gbb_0_pca_0_pci_0)

0/1

2

0

o o o o

0

1
2
3
7
15
19

0
0
0
0
0

0

36 QLOGIC ISP1040B PCI SCSI Adapter

40
44

<option>

<option>

ALi M1543C PCI ISA bridge
ALi M1543C PCI IDE/ATAPI controller

ALi M1543C PCI USB adapter

QBBO0.PCAO0.PCI1 (bus=gbb_0_pca 0 pci_1)

4
5
6

7

1

1

1

1

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBBO0.PCA1.PCIO0 (bus=gbb_0_pca_1_pci_0)

011
2
3

2

2

2

0
2
3

0
0
0

32
40
44

<option>
<option>

<option>

QBBO.PCA1.PCI1 (bus=gqbb_0_pca_1_pci 1)

4
5
6

7

3
3
3
3

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB1.PCA0.PCIO (bus=gbb_1_pca 0 pci_0)

011
2
3

8

8

8

0

2

3

0

0

0

32

40

44

<option>
<option>

<option>

QBB1.PCA0.PCI1 (bus=gqbb_1_pca_0_pci 1)

4
5
6
7

9
9
9
9

4
5
6
7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB1.PCA1.PCIO (bus=gbb_1_pca_1_pci_0)

01
2
3

10

10

10

0

2

3

0

0

0

32

40

44

<option>
<option>

<option>

QBB1.PCA1.PCI1 (bus=gbb_1_pca_1_pci_1)

4

5
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11

11

4

5

0
0

48
52

<option>

<option>
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6

7

11

11

6

7

0

0

56

60

<option>

<option>

QBB2.PCAO0.PCIO (bus=qbb_2 _pca_0_pci_0)

0/1

2
3

16
16
16

0
2
3

0
0
0

32
40
44

<option>
<option>

<option>

QBB2.PCAO0.PCI1 (bus=gbb_2 pca 0 _pci 1)

4

5

6

7

17

17

17

17

4

5

6

7

0

0

0

0

48

52

56

60

<option>
<option>
<option>

<option>

QBB2.PCA1.PCIO (bus=qbb_2 _pca_1_pci 0)

011

2
3

18
18
18

0
2
3

0
0
0

32
40

44

<option>
<option>

<option>

QBB2.PCA1.PCI1 (bus=gbb_2 pca _1_pci_1)

4

5

6

7

19

19

19

19

4

5

6

7

0

0

0

0

48

52

56

60

<option>
<option>
<option>

<option>

QBB3.PCA0.PCIO (bus=qbb_3_pca_0_pci 0)

01

2

3

24

24

24

0
2
3

0
0
0

32
40
44

<option>
<option>

<option>

QBB3.PCAO0.PCI1 (bus=gbb_3 pca 0 pci_1)

4

5

6

7

25
25
25
25

4

5

6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB3.PCA1.PCIO (bus=gbb_3 pca_1_pci_0)

01

2

3

26
26
26

0
2
3

0
0
0

32
40
44

<option>
<option>

<option>

QBB3.PCA1.PCI1 (bus=gbb_3 pca_1_pci_1)

4
5
6

7

27

27

27

27

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB4.PCAO0.PCI0 (bus=gbb_4 pca 0_pci 0)

01

2

© Stromasys, 2019

32

32

0

2

0

0

32

40

<option>

<option>
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3

32

3

0

44

<option>

QBB4.PCAO0.PCI1 (bus=gbb_4 pca 0 pci_1)

4
5
6

7

33
33
33
33

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB4.PCA1.PCIO (bus=gbb_4 pca _1_pci 0)

01

2

3

34

34

34

0

2

3

0

0

0

32

40

44

<option>
<option>

<option>

QBB4.PCA1.PCI1 (bus=qbb_4_pca_1_pci 1)

4
5
6

7

35
35
35
35

4
5
6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB5.PCAO0.PCIO0 (bus=gbb_5 pca 0 pci_0)

01

2

3

40

40

40

0

2

3

0

0

0

32

40

44

<option>
<option>

<option>

QBB5.PCA0.PCI1 (bus=qbb_5_pca_0_pci 1)

4
5
6
7

41

41

41

a1

4
5
6
7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB5.PCA1.PCIO (bus=gbb_5 pca_1_pci_0)

01

2
3

42

42

42

0
2
3

0

0

0

32

40

44

<option>
<option>

<option>

QBB5.PCA1.PCI1 (bus=gbb_5_pca_1_pci_1)

4

5

6

7

43
43
43
43

4

5

6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB6.PCAO0.PCI0 (bus=gbb_6_pca_0_pci_0)

01

2
3

48
48
48

0
2
3

0
0
0

32

40

44

<option>
<option>

<option>

QBB6.PCAO0.PCI1 (bus=gbb_6_pca_0 _pci_1)

4

5

6
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49
49
49

4

5

6

0
0
0

48
52
56

<option>
<option>

<option>
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7 49

7

0

60

<option>

QBB6.PCA1.PCI0 (bus=gbb_6_pca_1_pci_0)

01 50
2 50
3 50

0
2
3

0
0
0

32

40

44

<option>
<option>

<option>

QBB6.PCA1.PCI1 (bus=gbb_6_pca_1_pci_1)

4 51
5 51
6 51
7 51

4

5

6

7

0
0
0
0

48
52
56
60

<option>
<option>
<option>

<option>

QBB7.PCAO0.PCIO (bus=qbb_7_pca_0_pci_0)

0/1 56
2 56
3 56

0
2
3

0
0
0

32
40
44

<option>
<option>

<option>

QBB7.PCAO0.PCI1 (bus=gbb_7 pca 0_pci 1)

4 57
5 57
6 57
7 57

4

5

6

7

0

0

0

0

48

52

56

60

<option>
<option>
<option>

<option>

QBB7.PCA1.PCIO (bus=qbb_7_pca_1_pci 0)

011 58
2 58
3 58

0
2
3

0
0
0

32
40

44

<option>
<option>

<option>

QBB7.PCA1.PCI1 (bus=gbb_7_pca_1_pci_1)

4 59
5 59
6 59
7 59

PCA 2 and 3 on each QBB are not populated in emulator.

4

5

6

7

0

0

0

0

48

52

56

60

<option>
<option>
<option>

<option>

So far the MSC/AXP emulators do not emulate ALi M1543C PCI USB adapter. So position of the device 19, function 0 on the PCI 0 on QBB 0 remains

empty.
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Total number of PCI devices configured through CFG file may not exceed 20.

Example: Loading DE5S00BA into slot 2 of QBB0.PCAOQ

| oad DE500BA/ dec21x4x EWA bus=qgbb_0_pca_0_pci _0 device=2 function=0
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Disks and tapes

Contents

KZPBA PCI SCSI adapter

KGPSA-CA PCI Fibre Channel adapter

Acer Labs 1543C IDE/ATAPI CD-ROM adapter
PCI I/O Bypass controller
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KZPBA PCI SCSI adapter

® General description
® | oading KZPBA storage adapter
® Configuration parameters

® scsi id
host, port
container
media_type
removable
geometry
use_io_file_buffering
io_queue_depth
min_n_of_threads

KZPBA is a PCI SCSI adapter based on the QLogic ISP1040 Fast Wide SCSI adapter chip for HP Alpha.

In CHARON Virtual Machine (VM) environment it supports up to 120 disks and tapes.

o For systems with more than 16 heavily used units it is recommended to configure several virtual KZPBA PCl SCSI adapters and distribute the heavily
loaded units evenly between the adapters.

Syntax for loading KZPBA storage adapter:

| oad KZPBA <nane>

Example:

| oad KZPBA PKA

In AlphaStation 400 configuration use the following syntax for KZPBA storage adapter loading:

| oad KZPBA PKB irqg_bus = isa

The adapter instance name ("PKA" in the example above) is used then for parametrization, for example:

set PKA container[602] ="C:\My di sks\vns_di stri bution. vdi sk"

The numbers in the square brackets represent SCSI ID and LUN of the devices on the virtual KZPBA SCSI bus.

They have the following format: XXYY, where:

Parameter Range Description
XX 0..15 SCSIID

YY 00..07 LUN
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By default KZPBA adapter uses first available PCI slot. If instead some particular slot is needed, refer to this section for details of specific placement of
PCI peripherals on CHARON Virtual Machine (VM) PCI bus.

By default each loaded KZPBA SCSI PCI adapter has SCSI ID=7. This setting can be changed with "scsi_id" parameter, for example:

set PKA scsi_id=0

o CHARON-AXP HP Alpha models may have one or two KZPBA adapters preloaded.

The KZPBA PCI SCSI adapter emulation has the following configuration parameters:

Parameter scsi_id

Type Numeric

Value Specifies SCSI ID of KZPBA PCI SCSI Adapter in a range 0..7
By default the "scsi_id" configuration parameter is set to 7.

Example:

set PKA scsi_id=0

Parameter host, port
Type Text string

Value These parameters are used in SCSI cluster configurations.

® Specifies remote end-point (remote host name and, optionally, TCP/IP port on remote host) of SCSI connection between this KZPBA
PCI SCSI adapter and remote KZPBA PCI| SCSI adapter on some host.

® Specifies local end-point (TCP/IP port on local host) of SCSI connection between this KZPBA PCI SCSI adapter and remote KZPBA
PCI SCSI adapter on some host.

By default the "host" and "port" configuration options are not specified.

Syntax:

port[connecti on-nunber] =<l ocal port> host[connection-nunber]="<host-nane{:tcpip-port-no}>"

where: connection_number = remote_scsi_id * 100 + lun_id

Example:

set PKA port[600]=17060 host[600] ="1 ocal host: 16070"
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CONTAINER

Parameter container[N]
N is "XXYY" number, where XX = SCSI ID (0..15) and YY = LUN (00..07)
Type Text string
Value Possible values of the parameter are strings in one of the following forms:
© Stromasys, 2019
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® Physical disk
® "\\.\PhysicalDrive<X>", where Xis 0, 1, ...
I, Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.

These disks must not be formatted by the host OS.
Example:

set PKA container[0] ="\\.\Physical Drivel"

® Physical disk by its WWID
® "\\.\PhysicalDrive(DevID=XXX-...-XXXX)"

1. Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.
These disks must not be formatted by the host OS.

DevID addresses the target physical disk by its WWID (hexadecimal 128-bit identifier assigned to the disk drive by its
manufacturer/originator).

Example:

set PKA container[100] ="\\.\ Physi cal Dri ve(Devl D=6008- 05F3- 0005- 2950- BF8E- 0B86- AOC7- 0001) "

The WWID values can be obtained from "Host Device Check" utility ("All drives" section), for example:

5] Host Device Check for CHARON, Version 1.2 [=1o .

Device clacs: [AN dives -] Open | SaveAs.. | Copy path o clipboard

Senice | Adapter | Bus | Tage [ LUN [ Mame | Device path [ Dessciption [ Use with CHARDON ~

plinter Miciozolt XPS Documan \Wiker Printer device \\wmn@s \Dvcscuamnent e iites

dick WiSesil: 00 0 ATAOCZVERTEX3 MI A\ \PhysicalDirivel Disk. deive W fivel]

disk VihSesiz 0 1] 4 HF HSA VOLUME W APhysicallive Dieck, cerver \\-\M.’JMUGMD m usrsmzsso ?25«)34

disk. MSci2 0 D 5 HPMSAVOLUME \\PhysicalDiive3 ik i sicallive

disk WiSesiz2 0 0 6  HPMSAVOLUME AW WPhysicalllived Disk deive W\ \PryaDrvelDeviD = 600805 30005 2950.B0F 5 EAB. =

disk VhSesiz 0 1] 7 HP MSA VOLUME \WPhysicalDinveS Dk, chervee M FrsicaDmvelDeviD = BO0S-05F 3-0005-2950-01 28-0F 5,

disk. W2 0 0 3 HPMSAVOLUME \\ \Physicalliiveb Disk. deive A\ Physicallrive{DeviD = BO0S-05F 3-0005-2950-0A1F-9261 .

disk WiSesi2 0 0 10 HPMSAVOLUME \W \Physicalllive7 Disk deive A\ \Physicallrive(DeviD = B00-05F3-0005-2950-4500-GEA.

disk: WVSesiz 0 o mn HP M5A VOLUME W APhysicallinves Desk dervee S PryscalDmeelDeviD = GO0S-05F 3-0005-2950-A7 30 6EB. .

disk WhSesiz2 0 (1] 12 HP MSAVOLUME W \Physicallinved Disk. deive W \PhysicaliivelDeviD = B00S-05F 3-0005-2550-D94-EEC..,

disk WiSesi2 0 0 13 HPMSAVOLUME \WAPhysicalliivelll  Disk dhive A \PhysicalDrive(DeviD = BO03-05F3-0005-2950-DAD1-B24

disk Wiz 0 0 14 HPMSAVOLUME \WAPhysicalDrivel]  Dish dhive AW SPhysicallrive(DeviD = B00S-05F 3-0005-2950-F 347-66C. .

disk: Wisesiz 0 (1] 15 HP M5A VOLUME W PhypsicalDine12 Disk. deive W\ PhyscalimvelDeviD = BO0E-05F 3-0005-2950-A210-A8E...

dick. Wei2 0 0 16 HPHSAVOLUWE \WAPhysicalDiivel3  Disk deive \\APhysicalDiivelDeviD = B003-05F3 00052950 ST4BFFIL.

<] " B
Unuzable device Emulator device shring [ Device contains Windows gysiem |

Close
|Mi¢rmoﬂ, (Build 9200) SANDOC Wednesday, May &, 2015 5:33:09 AM % Z

If the "Host Device Check" utility does not display any WWID, this means the target disk does not have one. Use the
"\.\PhysicalDrive<N>" mapping in this case.

® {SCSI disks
® "\\\PhysicalDrive(iScsiTarget = <iSCSI target>, LUN = <LUN number>)"

iScsiTarget addresses the disk by its iSCSI target name.
LUN specifies LUN on connected iSCSI disk.

Example:

set PKA container[200] ="\\.\Physi cal Drive(i Scsi Target =i qn. 2008-04: i scsi . charon-target-test1l, LUN= 1)"

® Tape device
® "\\Tape<X>", where Xis 0, 1, ...
Example:

set PKA container[600] ="\\.\ Tape0"

® Tape changer
® "\\\Changer<X>", where Xis 0, 1, ...
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®  Floppy drive

® "\A"
® "\\B:"
Example:

set PKA container[300] ="\\.\A"

® CDROM device
® "\\CdRom<X>", where Xis 0, 1, ...

Example:

set PKA contai ner[400] ="\\.\ CdRonD"

® |SO file for reading distribution CD-ROM image
® [<drive>":\"<path-name>"\"]<file-name>[".is0”"]
Mapping may also include the full path (recommended), for example: "C:\My disks\vms_distribution.iso"

Example:

set PKA container[600]="C\My disks\vns_distribution.iso"

® File representing a physical disk of the HP Alpha system (disk image)
® [<drive>":\"<path-name>"\"|<file-name>[".vdisk"]
These files can be created from scratch with "MkDisk" utility. Data and OS disks backups are transferred from the original system
via tapes or network and restored into these container files.
Mapping may also include the full path (recommended), for example: "C:\My disks\my_boot_disk.vdisk"
Example:

set PKA container[401] ="tru64-v51-system vdi sk"

Using compressed folders to store virtual disks and tapes is not supported
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® File representing the tape (tape image)
® [<drive>":\"<path-name>"\"]<file-name>".vtape"
The container-file to which an emulated tape drive is mapped is created automatically when the emulator starts, and when the
device is accessed from within the guest operating system.

We recommend specifying the full path to the container-file, for example: "C:\MyTapes\backup.vtape"

Example:

set

PKA cont ai ner [ 500] =" E: \ Tapes\ backup. vt ape"

If the "CHARON Guest Utilities for OpenVMS" (CHARONCP) package is used, the syntax is different. Please read the
corresponding chapter.

Using compressed folders to store virtual disks and tapes is not supported

How the Emulator Maps Guest-OS Operations to the Virtual Tape Drive

Guest-OS Operation Emulator Action

Open device for writing Create a container file if necessary; open for writing and lock the container file

Open device for reading Create a container file if none exists. open for reading and lock container file

Unload (eject) tape from Close a container file if open and unlock it - this allows copy/move/delete operations on
drive CHARON host

The container file associated with a virtual tape drive can be compared to the tape cartridge used in a physical tape
drive. Both store the data written to the tape device by the guest OS.

The size of virtual tape container files is limited only by space available in the emulator host file system.

Prerequisite to the examples below: a virtual tape device has been configured in the CHARON configuration file

and it is not in use by the guest OS.

To perform backup:

1.

k0N

The tape device may be issued the "unload" command and the container-file moved/deleted to insure proper
status

Initialize the tape device using standard guest OS procedure.

Perform backup.

Issue "unload" command to the tape device in the guest OS.

On the emulator host, move the *.vtape container file containing backup data for storage or further backup.

To restore from a backup:

o rw

. The tape device may be issued the "unload" command to insure proper status.

On the emulator host, move or copy a *.vtape container file containing backup data onto the filename specified in
the CHARON configuration file.

Perform restore.

Issue the "unload" command to the tape device in the guest OS.

Delete or move the container file in preparation for the next vtape operation.

CHARON does not support muti-volume backup for tape images. If some mutli-volume set (in form of tape
images) has to be restored it is recommended to configure several tape drives in CHARON VM configuration
file, assign each tape image to each tape drive and use them in the following way (OpenVMS example):

$ BACKUP MKA100: BACKUP. BCK, MKA200, MKA300, MKA4000/ SAVE_SET DKAO: . ..
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® Other type of drive, for example magneto-optical drive
® "\A\<N>:"
Example:

set PKA container[300]="\\.\Z:"

o This parameter is initially not set, thus creating NO storage elements on the controller.

Parameter media_type[N]
N is "XXYY" number, where XX = SCSI ID (0..15) and YY = LUN (00..07)
Type Text string

Value Instructs CHARON VM to use the supplied value as the PRODUCT field in the SCSI INQUIRY data returned to a software running on
virtual HP Alpha system in response to SCSI INQUIRY command.

If not specified, CHARON VM attempts to guess the SCSI INQUIRY data based on virtual SCSI device type and underlying container
(which is specified in the corresponding container configuration parameter).

Initially is not specified.

Example:

set PKA nedi a_t ype[ 0] =" HSZ70"

Parameter removable[N]

N is "XXYY" number, where XX = SCSI ID (0..15) and YY - LUN (00..07)

Type Boolean
Value When set to "true", the removable configuration parameter instructs CHARON VM to report the corresponding virtual SCSI device as
removable.

Note to set this parameter to "true" if this disk storage element is:

® Mapped to a host removable device
® Mapped to a disk/tape image located on a host removable device
® Mapped to a disk/tape image that has to be renamed/moved/deleted right after dismounting it in the guest OS

By default the removable configuration parameter is set to "false".

Example:

set PKA renovabl e[ 400] =t rue

ﬂ Note that virtual SCSI tapes and CD-ROM devices are always reported as removable regardless of the "removable" configuration
parameter.
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Parameter geometry [N]

N is "XXYY" number, where XX = SCSI ID (0..15) and YY - LUN (00..07)

Type Text String
Value This formatted string value specifies the explicit geometry of the disk storage element. This parameter is not applicable to tape storage
elements.

The string format is <X>"/"<Y>[*/"<Z>]["/"<B>] or <X>","<Y>[*"<Z>][*,"<B>] where:

Parameter Description

X The number of sectors per track
Y The number of tracks per cylinder
z The number of cylinders on the unit.

If omitted, Z is calculated based on X, Y and the total number of sectors on the unit that reflects the size of the disk
storage element.

This is an optional parameter.
B The total size of the disk (in blocks) reported to the guest OS.
If omitted it is calculated automatically.

This is an optional parameter.

If this parameter is not set, CHARON VM will configure the geometry based on the most probable disk type.
Initially not set.
It is possiblle to specify each parameter independently of another one. The following syntax is used for that:

set PKA geonetry[300]="*,*,6 *, 16777210"

The syntax described above is applicable only to disk storage elements. If the container is a tape image, the following format is used
instead:

Syntax:

"<i mage- si ze>[, <early-warni ng-zone-size>]"

where:
Parameter Description
image-size The tape size in MB

early-warning-zone-size = The size (in KB) of the space left on the tape when a warning to the OS is issued.

If omitted, 64K is assumed.

Example:

set PKA geonetry[603] = "255/ 255"
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Parameter use_io_file_buffering[N]
N is "XXYY" number, where XX = SCSI ID (0..15) and YY = LUN (00..07)

Type Text String

Value Instructs CHARON VM to enable host operating system I/O cache on reading/writing operations.
The following values are possible:

® ‘“true" or "write-back" - the "write back" caching mode is used
® ‘“write-through" - the "write through" caching mode is used
® ‘“false" - caching is switched off

ﬂ Note that this caching has a significant effect only in case of mapping to disk and tape containers, not physical drives.

When enabled, host operating system 1/0O cache may significantly improve 1/O performance of the virtual system. At the same time
maintaining 1/0 cache requires additional host resources (CPU and memory) which may negatively affect overall performance of the
virtual system.

Initially is set to "false".

Example:

set PKA use_io_file_buffering[603]=true

Parameter io_queue_depth[N]
N is "XXYY" number, where:

® XX-SCSIID (0..15)
® YY-LUN (00..07)

Type Numeric
Value Specifies KZPBA 1/O requests (read or write) for a given unit in a range 2..128

Setting this parameter enables KZPBA instance to run up-to the specifiied numbers of I/0 requests (read or write) for unit N in parallel,
thus improving the performance.

The default value set by controller is optimal for most of the cases. It may be needed to enlarge this number if guest OS 1/O queue for a
certain unit contains too much pending entries. In this case the value should be equal to an average size of the queue, collected
statistically.

Please do not set this parameter without clear understanding the purpose.
By default parallel execution of I/0 requests is disabled.

Example:

set PKA io_queue_dept h[ 603] =4
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Parameter min_n_of threads

Type Numeric

Value Instructs KZPBA I/O to reserve a given number of working threads in a range 1..64, thus improving the performance.
All units of KZPBA instance share the 1/O threads.
The default value is equal to number of units plus 2.

For optimization it is possible to set this parameter to sum of the "io_queue_depth" parameters for each unit plus 2. This assumption
seems optimal for most of the cases.

Please do not set this parameter without clear understanding the purpose.

Example:

set PKA min_n_of _threads=16

When a tape or disk image connected to an emulated KZPBA controller is dismounted by OpenVMS, it is disconnected from CHARON VM and can be
manipulated. It can be replaced with a different disk image if it keeps the same name. This capability may be useful when designing back-up and restore
procedures. When copying CHARON-AXP disk images while CHARON VM is running, please take care to minimize the risk of overloading a heavily
loaded CHARON host system. For example, using a sequential series of simple ftp binary copies is less resource intensive and thus less disruptive than
multiple, simultaneous copies.

Empty disk images are created with the "MkDisk" utility. Tape images ("*.vtape") will be created automatically if they don't exist (no utility needed).

CHARON-AXP is able to boot from disk images of any OpenVMS/Alpha and Tru64 version.
The virtual KZPBA storage controller examines the file extension (vdi sk or vt ape) to distinguish between a disk image and a tape image.

Configured physical devices or tape/disk images that do not exist on the host system will, in general, cause OpenVMS/Alpha to report the unit
offline. In some cases this will result in a VMS BUG CHECK. In this case, an error message will be written to the log file.
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KGPSA-CA PCI Fibre Channel adapter

® General description
® | oading KGPSA storage adapter
® Configuration parameters
® storage_controller_path_id
host_bus_location
wwid
container
media_type
removable
geometry
use_io_file_buffering
io_queue_depth
® min_n_of threads
® Mapping to host resources
® Fabric virtualization mode
® Usage of "presentation mode"
® Pass Through mode
® |nstallation of EMULEX LightPulse PCI/PCI-X/PCle FC adapter driver
® Collecting the parameters for mapping
® Configuration of KGPSA-CA in pass through mode
® FCMGR utility description
® Configuration steps using FCMGR utility

CHARON-AXP supports emulation of DEC-KGPSA-CA PCI Fibre Channel adapter.
Every instance of KGPSA-CA works in one of the three following modes:

® Fabric virtualization mode (mapping to disk images and host/SAN physical disks). This is default mode.

® Usage of a "presentation mode" of external storage controllers to automatically configure KGPSA-CA disks correspondent to the LUNs provided
by the external storages

® CHARON PCI Pass Through mode (using a specific CHARON PCI Pass Through driver to work through the EMULEX LightPulse PCI/PCI-X/PCle
FC adapter plugged into host)

Syntax for loading KGPSA-CA storage adapter:

| oad KGPSA <nane>

Example:

| oad KGPSA FGA

In AlphaStation 400 configuration use the following syntax for KGPSA-CA storage adapter loading:

| oad KGPSA FGA irqg_bus = isa

The adapter instance name ("FGA" in the example above) is used then for parametrization, for example:

set FGA container[100]="C:\My di sks\vns_di stributive. vdi sk"
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Numbers in the square brackets represent KGPSA-CA units. They can be in the range 0..32766, but no more than 255 units can be configured on a single
controller.

By default KGPSA-CA adapter uses first available PCI slot. If instead some particular slot is needed, refer to this section for details of specific placement
of PCI peripherals on CHARON Virtual Machine (VM) PCI bus.

The KGPSA-CA PCI FC adapter emulation has the following configuration parameters:

Parameter storage_controller_path_id
Type Text String
Value Instructs the CHARON VM to create a set of virtual FC devices and connect to the virtual system through the virtual KGPSA FC Adapter.

o In this mode WWID and UDID values are taken from the storage controller directly. Note that some storage controllers may not
support aquiring UDID, in this case this way of mapping cannot be used in case of OpenVMS (Tru64 Unix is Ok)!

Syntax:

| oad KGPSA <control |l er nane> storage_controller_path_id = <Storage controller path |D>

where the "Storage controller path ID" parameter is a storage (for example SAN) controller path ID. This ID can be obtained from the
"Host Device Check" utility ("Storage Controllers" section):

B Host Device Check for CHARON, Version 1.2 [ = = s
Dievice class: | Storage Controllars - Open | Saweds . |
Sevice | Adapler | Bus | TagstlD | LUN | Mame [ Devies patn [ Deserglion [ Use with CHARDM |
WisesZ 0 D 0 HPMSACONTROLLER WASeHz 000 Storage Contioler 500E-05F 3-0005-2550-5008-05F 3-0005-2351

Urisable device Emidator device Hing
Classe
Microseft, (Build S200) SANDOC Wednesday, May 6, 2015 5:26:15 AM

Once specified, all the disks attached to the storage are automatically mapped as disk units to CHARON VM.

Example:

| oad KGPSA FGA storage_controller_path_id = 5008-05F3-0005- 2950- 5008- 05F3- 0005- 2951

It is also possible to use wildcards for specifying the ID number:

Example:

| oad KGPSA FGA storage_control |l er_path_id = 5008- 05F3- 0005- 2950- *- 05F3- 0005- *

In this case CHARON will collect the LUNs from all the matching paths.

This syntax works disregarding whether Windows MPIO is active or not. If it is active, CHARON VM uses "active" path (because it works
through Windows), if Windows MPIO is OFF, CHARON VM selects the first matching path (and warns you in the LOG file).

o Note that LUNs obtained by usage of "storage_controller_path_id" parameter is not re-enumerated on reboot, so this mode is possible
to use in case of shared disks clusters.
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HOST_BUS_LOCATION

Parameter host_bus_location
Type Text String

Value Establish connection between virtual DEC-KGPSA-CA PCI FC adapter and physical EMULEX LightPulse PCI/PCI-X/PCle FC adapter
(pass through mode)

Syntax:

| oad KGPSA <control |l er nanme> host_bus_l| ocati on="PCl bus X, device Y, function Z"

where X, Y, and Z describe location of physical EMULEX LightPulse PCI/PCI-X/PCle FC adapter in the host computer (see this section for
details).

Example:

| oad KGPSA FGA host _bus_l ocati on="PCl bus 3, device 1, function 0"

Parameter wwid[N]

N is 0..32766 (no more than 255 units)

Type Text String
Value Sets WWID for emulated KGPSA adapter unit in case if the WWID can not be obtained directly from the device CHARON VM is mapped
to.

For example in case of disk images or local physical drives CHARON VM cannot get its WWID from the the host system, so it is
automaticaly introduce some generated WWID. In case if this WWID is not acceptable it can be replaced with the custom one using the
"wwid" parameter.

Syntax:

set <controller name> wai d[ unit-nunber] =" XXXX- XXXX- XXXX- XXXK- XXXX- XXXX- XXXX- XXXX!

Example:

set FGA wwi d[ 2] =" 6008- 05F3- 0005- 2950- BF8E- 0B86- AOC7- 0001"
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Parameter container[N]
N is 0..32766 (no more than 255 units)
Type Text String

Value Possible values of the parameter are strings in one of the following forms:

| Physical disk
B "\\\PhysicalDrive<X>", where X is 0, 1, ...
1. Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.
These disks must not be formatted by the host OS.
o In this mode WWID is generated by CHARON and UDID is defined by the index of the "container" parameter.
Example:

set FGA container[0]="\\.\Physical Drivel"

In case "\\.\PhysicalDrive<N>" points to some external iSCSI or FC disk note that the disks re-enumeration may
appear on CHARON host reboot, for example an external disk originally referenced as "\\.\PhysicalDrive3" may
become "\.\PhysicalDrive1" etc. Especially it is important in shared disks cluster configurations!

So it is stricty recommended to use "Mapping by WWID" / "Mapping iSCSI disks" ways of mapping in these situations
(see below). The mapping by using "storage_controller_path_id" (see above) is acceptable as well, since it is not
re-enumerating LUNs on each re-boot or CHARON VM restart.

®  Physical disk by its WWID
B "\\PhysicalDrive(DevID =XXXX-XXXX-XXXX-XXXX-XXXX-XXXX-XXXX-XXXX)"
I, Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.
These disks must not be formatted by the host OS.
DevID addresses the target physical disk by its WWID (hexadecimal 128-bit identifier assigned to the disk drive by its
manufacturer/originator).

o In this mode WWID is generated by CHARON VM and UDID is defined by the index of the "container" parameter.
Example:

set FGA container[100] ="\\.\ Physi cal Dri ve(Devl D= 6008- 05F3- 0005- 2950- BF8E- 0B86- AOC7- 0001) "
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The WWID values can be obtained from "Host Device Check" utility ("All drives" section), for example:

& Host Device Check for CHARON, Version 1.2 | = [ o
Device dlass. [Al dives | Open | Savede. | Copy path to clipboaid
Service Adepler | B | Targe [ LUN | Mame [ Device path [ Dessesiption [ Use wilh CHARON ~
piinker Microzolt XPS Document 'Wiiter Prinker device A Microzoil KPS Document Yaiiter
disk WiSesil: 0 0 0 ATADCZVERTEX3MI 44 SPhysicalDiivel) Disk chives 4 SPhyaicalDrivel)
disk: WiScsz 0 0 ] HP MSA VOLUME A4 APhysicalDiive2 Dick, ceive: A SPhysicallrivelDeviD = BO0S-I5F 3-0005-2950-7264-D 24,
disk WiSes? 0 0 5 HP MSA VOLUME \ \Physicallliives . SPhysicaDiivelDeviD = BO0S-I5F 3-0005-2950-DB35-AE5 .
disk Wisesiz 0 0 3 HP MSA VOLUME A \PhysicalDiived Dick dhive \\SPhysicallrive{DeviD = G008-05F 3-0005-2950-BDF5-E46... =
disk Wiz 0 0 7 HP MSA VOLUME A4 APhysicalDiiveS Disk. hive A SPhysicalDrivelDeviD = BO0S-05F 3-0005-2950-C1 28-0F ..
disk Wiz 0 0 3 HP MSA VOLUME A \PhysicalDiivet Disk. chive: W SPhysicalDrivelDeviD = BO0S-05F 3-0005-2950-0A1F 3281 .
dik Wisesiz 0 0 10 HPMSAVOLUME V. SPhysicalDiive? Disk v AW SPhysicalDrive{DeviD = G008-05F 3.0005-2950-4500-6EA. .
disk Wiz 0 0 1 HPMSAVOLUME 44, 5PhysicalDiived Disk. chive: A APhysicalDrive(DeviD = BO0S-05F 30005 2950-A73C-6E8..
disk Wiz 0 0 12 HPMSAVOLUME A SPhysicalDiived Disk. deiver AW SPhysicalDrivelDeviD = BO0S-05F 3-0005-2950-D41-EEC.,
dik Wiseiz 0 0 13 HPMSAVOLUME \WAPhysicalDiiveld  Disk dhive AW SPhysicalDriveDeviD = G008-05F 3-0005-2950-DAD 1824
disk Wiesiz 0 0 14 HPMSAVOLUME \\SPhysicalDiivell  Disk dhive A APhysicalDrive{DeviD = BO0S-05F 3:0005-2950-F 347-86C.
disk Wiz 0 0 15 HPMSAVOLUME \WAPhysicalDivel2  Disk dive AW SPhysicalDiivelDeviD = BO0S-05F 3-0005-2950-A210-A5E ...
ditk WSz 0 0 16 HPMSAVOLUME \WAPhysicalDivel3  Disk dhive \\APhyrcalDiivelDeviD = 6009-05F 200052950 748 FFC.,
< m >

E
!
E‘
ii

Microseft, (Build 5200) SANDOC  |Wednesday, May 6, 2015 5:33:09 AM ks

If the "Host Device Check" utility does not display any WWID, this means the target disk does not have one. Use the
"\.\PhysicalDrive<N>" mapping in this case.

B iSCSl disks
B "\\.\PhysicalDrive(iSCSITarget = <iSCSI target>, LUN = <LUN number>)"
iSCSITarget addresses the disk by its iISCSI target name. LUN specifies LUN on connected iSCSI disk.

o In this mode WWID is generated by CHARON VM and UDID is defined by the index of the "container" parameter.
Example:

set FGA container[200] ="\\.\Physical Drive(i SCSI Target = iqgn.2008-04:i SCSI . charon-target-testl, LUN= 1)"

®  File representing a physical disk of the HP Alpha system (disk image)
B [<drive>":\"<path-name>"\"]<file-name>[".vdisk"]

These files can be created from scratch with "MkDisk" utility. Data and OS disks backups are transferred from the original system
via tapes or network and restored into these container files.

Mapping may also include the full path (recommended), for example: "C:\My disks\my_boot_disk.vdisk"
Example:

set FGA contai ner[401] ="ny_dka401. vdi sk"

Using compressed folders to store virtual disks and tapes is not supported

o This parameter is initially not set, thus creating NO storage elements on the controller.
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MEDIA_TYPE

Parameter media_type[N]
N is 0..32766 (no more than 255 units)
Type Text String

Value Instructs CHARON VM to use the supplied value as the PRODUCT field in the FC INQUIRY data returned to a software running on virtual
HP Alpha system in response to FC INQUIRY command.

If not specified, CHARON VM attempts to guess the FC INQUIRY data based on virtual FC device type and underlying container (which is
specified in the corresponding container configuration parameter).

Initially is not specified.

Example:

set FGA nedi a_t ype[ 0] =" HSZ70"

REMOVABLE

Parameter removable[N]

N is 0..32766 (no more than 255 units)

Type Boolean
Value When set to "true", the removable configuration parameter instructs CHARON VM to report the corresponding virtual FC device as
removable.

By default the removable configuration parameter is set to "false".

Example:

set FGA renovabl e[ 400] =t rue
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Parameter geometry [N]
N is 0..32766 (no more than 255 units)
Type Text String
Value This formatted string value specifies the explicit geometry of the disk storage element.

The string format is <X>"/’<Y>["/'<Z>][/'<B>] or <X>"’<Y>[*’<Z>][",’<B>] where:

Parameter Description

X The number of sectors per track
Y The number of tracks per cylinder
z The number of cylinders on the unit.

If omitted, Z is calculated based on X, Y and the total number of sectors on the unit that reflects the size of the disk
storage element.

This is an optional parameter.
B The total size of the disk (in blocks) reported to the guest OS.
If omitted it is calculated automatically.

This is an optional parameter.

If this parameter is not set, CHARON VM will configure the geometry based on the most probable disk type.
Initially not set.

Example:

set FGA geonmetry[201] = "255/255"

It is possiblle to specify each parameter independently of another one. The following syntax is used for that:

set FGA geonetry[300]="*,*,*, 6 16777210"
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Parameter use_io_file_buffering[N]
N is 0..32766 (no more than 255 units)

Type Text String

Value Instructs CHARON VM to enable host operating system I/O cache on reading/writing operations.
The following values are possible:

® ‘“true" or "write-back" - the "write back" caching mode is used
® ‘“write-through" - the "write through" caching mode is used
® ‘“false" - caching is switched off

ﬂ Note this caching has a significant effect only in case of mapping to disk containers, not physical drives.

When enabled, host operating system 1/O cache may significantly improve /O performance of the virtual system. At the same time
maintaining 1/O cache requires additional host resources (CPU and memory) which may negatively affect overall performance of the
virtual system.

Initially is set to "false".

Example:

set FGA use_io_file_buffering[300]=true

Parameter io_queue_depth[N]
N is "XXYY" number, where:

® XX-SCSIID (0..15)
® YY-LUN (00..07)

Type Numeric
Value Specifies KZPBA 1/0O requests (read or write) for a given unit in a range 2..128

Setting this parameter enables KZPBA instance to run up-to the specified numbers of 1/0 requests (read or write) for unit N in parallel,
thus improving the performance.

The default value set by controller is optimal for most of the cases. It may be needed to enlarge this number if guest OS I/O queue for a
certain unit contains too much pending entries. In this case the value should be equal to an average size of the queue, collected
statistically.

Please do not set this parameter without clear understanding the purpose.
By default parallel execution of 1/0 requests is disabled.

Example:

set PKA io_queue_depth[ 603] =4
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Parameter min_n_of threads

Type Numeric

Value Instructs KZPBA I/O to reserve a given number of working threads in a range 1..64, thus improving the performance.
All units of KZPBA instance share the 1/O threads.
The default value is equal to number of units plus 2.

For optimization it is possible to set this parameter to sum of the "io_queue_depth" parameters for each unit plus 2. This assumption
seems optimal for most of the cases.

Please do not set this parameter without clear understanding the purpose.

Example:

set PKA min_n_of _threads=16

When a disk image connected to an emulated KGPSA-CA controller is dismounted by OpenVMS, it is disconnected from CHARON VM and can be
manipulated. It can be replaced with a different disk image if it keeps the same name. This capability may be useful when designing back-up and restore
procedures. When copying CHARON disk images while CHARON VM is running, please take care to minimize the risk of overloading a heavily loaded
CHARON host system. For example, using a sequential series of simple ftp binary copies is less resource intensive and thus less disruptive than multiple,
simultaneous copies.

Empty disk images are created with the "MkDisk" utility.

CHARON-AXP is able to boot from disk images of any OpenVMS/Alpha and Tru64 version.
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There are 3 modes of KGPSA-CA mapping to system resources:

Mode

KGPSA-CA
PCI Fibre
Channel
adapter#Fabric
virtualization
mode

"Presentation”
mode

KGPSA-CA
PCI Fibre
Channel
adapter#Pass
Through mode

Description

Virtual KGPSA-CA PCI
FC adapter is mapped to
physical disks (both
local, FC and iSCSI) and
disk images

lﬂ This is default mode,
suitable for most cases

CHARON VM
automatically
creates/removes a set of
virtual FC devices on a
virtual KGPSA-CA FC
adapter correspondent
to available external
SAN LUNs

@) This mode is
recommended in case of
working with SAN that
may change LUN
configuration - so
CHARON VM will reflect
it on-fly w/o
reconfiguration and
restarting.

This mode allows
connection between
virtual KGPSA-CA FC
adapter and physical
EMULEX LightPulse
PCI/PCI-X/PCle FC
adapter plugged into
host's PCI/PCI-X/PCle
slot

lﬂ This mode is
recommended for
cluster setups that
include HW Alphas

Pros

® High I/O performance using modern

local SSD disks.

No reconfiguration and restart of
CHARON VM is needed on change
to the virtual FC drives provided as
LUNs by the connected SAN.
Effectively any SAN FC system
could be used, that means newer,
faster, larger, FC HBA controllers
and device drivers supported by
newer, faster host server platforms
and operating systems - it offers
significant performance capabilities
and performance improvements.

High performance

Support of shared disks and cluster
configuration that includes HW
Alphas

Cons

Requires CHARON VM reconfiguration and restart on any
change to the mapped disk images and physical drives
Disk images cannot be used in case of Tru64 cluster, but
acceptable for OpenVMS cluster.

Target configurations are restricted to the SAN models
capable to work with HW Alphas (for example aquiring
UDID must be supported in case of OpenVMS).

This restriction comes from the fact that different SAN
controllers could have different level of SCSI-3 protocol
support, and if apparently some individual SAN model does
not properly support complete set of SCSI-3 commands
used by OpenVMS & Tru64 KGPSA-CA drivers, then with
high probability such SAN Controller will not be able to
work with CHARON-AXP in "presentation” (as well as in
Pass Through) Mode.

Cannot be used in VMware environment

Obsolete PCI-X cards are not available anymore, HBA list
is restricted to several EMULEX HBA models only. No way
to use HBA from other vendors.

Target configurations are restricted to SAN models capable
to work with HW Alphas.

As EMULEX LightPulse PCI/PCI-X/PCle FC adapters have
been never used on Alphas, formally there is a probability
that some compatibility problems may be detected.

All the described modes can be used in case of a cluster including HW Alphas and shared SAN, but pay attention that all the disks must look
absolutely the same to the operating systems on all the cluster nodes, including CHARON: same WWID, same UDID (in case of OpenVMS),
same size, same geometry etc.

© Stromasys, 2019

295/ 390


https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-Fabricvirtualizationmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-Fabricvirtualizationmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-Fabricvirtualizationmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-Fabricvirtualizationmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-Fabricvirtualizationmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-Fabricvirtualizationmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-Usageof&quot;presentationmode&quot;
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-Usageof&quot;presentationmode&quot;
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-PassThroughmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-PassThroughmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-PassThroughmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-PassThroughmode
https://stromasys.atlassian.net/wiki/pages/resumedraft.action?draftId=346718244#KGPSA-CAPCIFibreChanneladapter-PassThroughmode

Document number: 60-16-035-002

In this mode KGPSA-CA PCI FC adapter can be directly mapped to physical disks (both local and iSCSI) and disk images as shown in the following
example:

set FGA container[0]="C: \ My disks\nmy_dka401. vdi sk"

set FGA contai ner[100] ="\\.\Physical Drivel"

set FGA container[200] ="\\.\ Physi cal Dri ve(Devl D= 6008- 05F3- 0005- 2950- BF8E- 0B86- AOC7- 0001) "

set FGA contai ner[300]="\\.\Physical Drive(i SCSI Target= i qn.2008-04:i SCSI.charon-target-testl, LUN= 1)"

I, Use only "Mapping by WWID" and "Mapping iSCSI disks" syntax in case of the mapped physical disk located on some external disk controller (SAN,
etc) since the "\\.\PhysicalDrive<N>" re-enumeration may happen on CHARON host reboot.

o Note that WWID and UDID is generated by CHARON VM in its mode. It may be important in case of shared disks cluster configurations.

See the "Configuration parameters" section for details.

CHARON-AXP can utilize so called "presentation mode" of the storage controller it maps to.
In this mode CHARON VM creates a set of virtual FC devices and connects to the SAN system through the virtual KGPSA FC adapter.

The main benefit of this mode is a flexible way of CHARON-AXP virtual disks management depending on the mapped storage controller

configuration. LUN parameters of any available to CHARON host storage controller specified in CHARON VM configuration file via
"storage_controller_path_id" parameter are automatically scanned and then assigned as ‘virtual’ FC drives which guest OS can see, no need to manually
change/redefine/modify virtual LUN parameters in emulator.

For example if an extra disk has been added to the storage controller it will automatically appear as a new disk unit on the corresponding virtual
KGPSA-CA virtual controller mapped to that storage controller.

In "presentation mode" CHARON-AXP supports the following operations with FC disks (similar to ones supported in KGPSA FC Pass Through mode) w/o
need of CHARON VM restart:

Dynamically allocation (retranslation) of new created SAN LUN to virtual Alpha configuration

Scan and translation of SAN LUN parameters to virtual Alpha’s KGPSA DGxx: virtual drive parameters
Propagation of SAN LUN size change to virtual Alpha’s KGPSA virtual drive parameters

Automatically deallocation from virtual Alpha deleted SAN LUN
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Example of configuration:

| oad KGPSA FGA storage_controller_path_id = 5008- 05F3- 0005- 2950- 5008- 05F3- 0005- 2951

The ID number specified in the example above is a storage (for example SAN) controller path ID. This ID can be obtained from the "Host Device Check"
utility ("Storage Controllers" section):

E Host Device Check for CHARON, Version 1.2 == -

Device clape | Stosge Cortioless - Dpen | S s |

Service | Adapber | Bur | TaegellD | LUN | Mame | Drevice path | Dretcighar || Ll wth CHARON |

WSl o ] 1} HF MEA, CONTROLLER WS eal 0D Sioeage Contsoler SO0 3HO00E- Z350-S008-05F 3-0005- 2551
B
Wirneable device Emmlatoe device shing m
Cloce ]

Microsoft, (Build S200) SANDOC Wednendmy, May 6, 2005 52615 AM

Once specified, all the disks attached to the storage are automatically mapped as disk units to CHARON VM.

It is also possible to use wildcards for specifying the ID number:

| oad KGPSA FGA storage_controller_path_id = 5008- 05F3- 0005- 2950- *- 05F3- 0005- *

In this case CHARON VM will collect the LUNs from all the matching paths.

This syntax works disregarding whether Windows MPIO is active or not. If it is active, CHARON VM uses "active" path (because it works through
Windows), if Windows MPIO is OFF, CHARON VM selects the first matching path (and warns you in the LOG file).

Usage of LUNs in cluster configuration:

Note that PATHs (on OpenVMS level) do not affect OpenVMS cluster. What really makes sense is LUN size, geometry, WWI, etc. CHARON
VM obtains these properties from the LUN (within the limits established by Windows), so LUNs should appear similar to all cluster members.

o Note that LUNs obtained by usage of "storage_controller_path_id" parameter is not re-enumerated on reboot, so this mode is possible to use in case
of shared disks clusters.

o Note that the WWID and UDID are automatically obtained from disk server (SAN) in this mode - it is very convenient in case of shared disks cluster
configurations. Also note that some storage controllers may not support aquiring UDID - in this case this way of mapping cannot be used in case of
OpenVMS (Tru64 Unix is Ok)!

See the "Configuration parameters" section for details.

The CHARON PCI Pass Through mode allows connection between virtual DEC-KGPSA-CA PCI FC adapter and physical EMULEX LightPulse
PCI/PCI-X/PCle FC adapter plugged into host's PCI/PCI-X/PCle slot.

Syntax:

| oad <controller name> host_bus_|l ocation="PCl bus X, device Y, function Z"

Example:

| oad KGPSA FGA host _bus_Il ocati on="PCl bus 3, device 1, function 0"

The "host_bus_location" parameter addresses the host EMULEX LightPulse PCI/PCI-X/PCle FC adapter in the following way:
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Parameters Description
"PCl bus X" = PCI bus number of the host EMULEX LightPulse PCI/PCI-X/PCle FC adapter
"device Y" PCI bus device number of the host EMULEX LightPulse PCI/PCI-X/PCle FC adapter

"function Z" | The "function" parameter of the the host EMULEX LightPulse PCI/PCI-X/PCle FC adapter

The following is a list of EMULEX LightPulse PCI/PCI-X/PCle FC adapters supported by CHARON PCI Pass Through driver and suitable for emulation of
KGPSA-CA PCI FC adapter in CHARON PCI Pass Through mode:

Supported Not Supported Not tested

LP8000 LPe1150 (FC2142SR, A8002A) LPe11000
LP9000

LP9002

LP9802

LP10000

LP10000DC

LP10000-S

LPX1000

LP11002

LPe11002 (FC2242SR, A8003A)
LPe1105

LPe12002 (AJ762B)

Also see the "Configuration parameters" section for details

Installation of EMULEX LightPulse PCI/PCI-X/PCle FC adapter driver

1. Install the EMULEX LightPulse PCI/PCI-X/PCle FC adapter (see below for a list of supported models) to some spare PCI/PCI-X/PCle slot of the
host system
2. Boot a Windows operating system
3. Install the EMULEX LightPulse PCI/PCI-X/PCle FC adapter driver from the following directory "C:\Program
Files\CHARON\Drivers\EMULEX_X.X.0.XXXXX" by choosing the "Install from a list or specific location (Advanced)" option and then selecting the
"emulex_Ip_ppt_amd64.inf" file.
4. Direct Windows to use this custom driver instead of the default one:
a. Type "gpedit.msc" in the "Search programs and files" field under "Start" menu, press "Enter"
b. In the appearing applet choose: Administrative Templates -> System -> Device Installation -> Device Installation Restrictions -> Prevent
Installation of Devices not described by other policy settings
c. Change the default "Not configured" to "Disabled"; press "Ok" to apply,
5. Reboot the host

Collecting the parameters for mapping

There are 2 ways of getting the required parametrs for mapping virtual KGPSA-CA to EMULEX LightPulse PCI/PCI-X/PCle FC adapter plugged into host’s
PCI/PCI-X/PCle slot:

1. Usage of "HOST Device Check" utility. Follow the link for details.
2. Collecting the parameters directly using "Device Manager" applet

To collect the parameters directly using "Device Manager" applet, open “Computer Management” application and select “Device Manager”:
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Help
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Q Computer Management {Local)
Elﬁ& Systern Tools

B-{ga]] Ewerlt Viewer
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=¥ Lacal Users and Graups
[

e E;; Device Manager

EI@ Starage

-8 Removable Storage
- Disk Defragmenter
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EEI--@ Sr'-.:'in:es and Applications

| Performance Logs and Alert:
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-k DVDICD-ROM drives

=) Floppy disk controllers
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-i=2) IDE ATASATAPT controllers
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In the right panel select desired physical EMULEX LP FibreChannel adapter under "CHARON PCI Pass Through":

Q File Action Yiew ‘wWindow Help

JSETES

&= | BOE S 20 a8 =na

Q Computer Management (Local)
Elﬁ& System Tools

-{ga]] Ewenlt Wiewer

% Shared Folders

-3 Local Users and Groups

A Disk Defragmenter
: '] Disk. Managemment
EEI--@ Services and Applications

-2 AMD4e4
= CHAROM P Pass Through
EMULE: LF3000 FibreChannel Adapter

Ernule: LPE000 FibreChannel Adapter
-_J Compuker

wﬂ Disk. drives

-j Display adapters

- DVDJCD-ROM drives

@ Floppy disk controllers

J;, Floppy disk drives

- IDE ATAJATAPI controllers

H__.a keyboards

':j Mice and other pointing devices
-5 Monikors

ﬂ Mebwork adapters

- Ports (COM & LPT)

ﬂ Processors

@% 5251 and RAID controllers

---E' Sound, video and game controllers
é System devices

- Universal Serial Bus controllers
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Open its properties sheet by double-clicking on the selected adapter:

EMULEX LP8000 FibreChannel Adapter Properties E |

General |Driver I Detailsl Hesu:uur-:esl

EMIUILE LF3000 FibreChannel Adapter

Device bype: CHAROM PCI Fazz Through
b anufacturer: ERMULE
Locatian: M RARIRSN Pl bus 3, device 1, function O]

—Device status

Thiz device iz working properly. ;I

[f wou are having problems with this device, click Troubleshoot to
gtart the troubleshooter.

[

Traublezhoat. .

Device uzage:
IJze thiz device [enable) j

] | Cancel |

The “Location:” on the above picture gives X, Y, and Z for the "host_bus_location" parameter, for example:

| oad KGPSA FGA host _bus_location = "PCl bus 3, device 1, function 0"

I, Non-US-EN installations of Windows may present “Location:” string in local language, but "host_bus_location" parameter requires English notation, so
the words “PCI”, “bus”, “device”, and “function” must be specified in English.
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Configuration of KGPSA-CA in pass through mode

FCMGR utility description

To configure KGPSA-CA adapter in pass through mode a special SRM console utility "FCMGR" is used (it has the same functionality as the "WWIDMGR"
utility of the native HP Alpha hardware).

It provides the following functionality:

Command Description

fc rescan {/verbose} Scans connected SAN using FC adapters, discovers FC ports, storage controllers, logical units and then builds
volatile FC database.

The "/verbose" qualifier enables FC communication trace on console (for diagnostic and troubleshooting).

fc show {adapter | port Displays corresponding part of volatile FC database.
| device}

fc set {boot | dunp} Fills the environment variables wwid0..wwid3 and n1..n4 to identify path(s) to logical unit with the specified UDID.

udid <xX>
These variables are later used by "INIT" to create device database entries and by OpenVMS/Tru64 to get access to

boot and dump disks.
This command does NOT make any change to other environment variables.

fc set {boot | dunp} Fills the environment variables wwidO..wwid3 and n1..n4 to identify path(s) to logical unit with the specified WWID.

wwi d <X>
These variables are later used by "INIT" to create device database entries and by OpenVMS/Tru64 to get access to

boot and dump disks.
This command does NOT make any change to other environment variables.

This parameter is useful if UDID is absent.

Only right part of the displayed WWID is used for specification, for example:

PO0>>>fc res
polling for units on kgpsaO, slot 2, bus 0, hose O ...
pga0.0.0.2.0 PGAO F/ W Rev 2.72A2
WAN 1000- 0000- 0263- 0040
fabric WAN 2003- 0060- 0263- 0040
directory WAN 20f c- 0060- 0263- 0040
port 020100 CED 8GSH 0 F88V
WAN 5000- 1f e0- 0000- Obf 1
| un 0000000000000000 DEC HSGBOCCL V88F
uDlD: -1
WA D: 01000010: 6000- 1f e0- 0000- Obf 0- 3030- 3030- 373f - 3f 3f
| un 0000000000000100 COVPAQ RZ1ED 0000
uDID: -1
WA D: 01000010: 6000- 1f e0- 0000- Obf 0- 3030- 3030- 3030- 3030
PO0>>>fc set boot wwi d 6000- 1f e0- 0000- Obf 0- 3030- 3030- 3030- 3030

fc clear Clears environment variables wwid0..wwid3 and n1..n4, which automatically disable (but do NOT delete) device
database entries representing FC attached devices.

This command does NOT affect volatile FC database.

Example of usage:

P00>>>f ¢ show devi ces
UDI D: 110 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0081 (ev: none)
via adapter via fc_port con
pga0.0.0.5.1 5000- 1f e1- 000b- 6bf 1 yes (ev: none)
pga0.0.0.5.1 5000- 1f e1- 000b- 6bf 4 yes (ev: none)
UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039 (ev: none)

via adapter via fc_port con
[12] pga0.0.0.5.1 5000- 1f e1- 000b- 6bf 1 yes (ev: none)
[13] pga0.0.0.5.1 5000- 1f e1- 000b- 6bf 4 yes (ev: none)
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Configuration steps using FCMGR utility

Once the configuration steps described above are done, start the CHARON VM and wait for the P00>>> prompt.

Please refer to the following example with two FC adapters PGA and PGB defined:

initializing ...

polling for units on kzpbaO,
pka0.0.0.4.0 PKAO

polling for units on kgpsao,

slot 4, bus 0, hose O ...
Q Logi c/ ISP PCI

slot 5, bus 0, hose O ...

SCsl

HBA

pga0.0.0.5.0 PGAO WAN 1000- 0000- C92E- 97C9
fabric WAN 2003- 0060- 6920- 4682
directory WAN 20f c- 0060- 6920- 4682
port 021400 WAN 5000- 1f e1- 000b- 6bf 1
| un 0000000000000100 DEC HSG30 V88F
uDI D: 100 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038
| un 0000000000000200 DEC HSG30 V88F
uDI D: 200 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074
| un 0000000000000300 DEC HSG30 V88F
uDI D: 300 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b
| un 0000000000000400 DEC HSGB0 V88F
UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080
| un 0000000000006c00 DEC HSGB0 V88F
UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039
| un 0000000000006d00 DEC HSGB0 V88F
uDI D: 208 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a
I un 0000000000000000
port 021500 WAN 5000- 1f e1- 000b- 6bf 4
| un 0000000000000100 DEC HSG30 V88F
uDI D: 100 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038
| un 0000000000000200 DEC HSG30 V88F
uDI D: 200 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074
| un 0000000000000300 DEC HSG30 V88F
UDI D: 300 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b
| un 0000000000000400 DEC HSG30 V88F
UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080
| un 0000000000006c00 DEC HSG30 V88F
UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039
| un 0000000000006d00 DEC HSG30 V88F

UDI D: 208 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a
I 'un 0000000000000000
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polling for units on kgpsal, slot 6, bus 0, hose O ...

pgb0.0.0.6.0 PGB0 WA 1000- 0000- C92D- 8D0O0
fabric WAN 2003- 0060- 6920- 45f f
directory WAN 20f c- 0060- 6920- 45f f
port 011400 WAN 5000- 1f e1- 000b- 6bf 2
| un 0000000000000100 DEC HSG30 V88F
UDI D: 100 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038
| un 0000000000000200 DEC HSG30 V88F
UDI D: 200 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074
| un 0000000000000300 DEC HSG30 V88F
UDI D: 300 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b
' un 0000000000000400 DEC HSG30 V88F
UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080
| un 0000000000006¢c00 DEC HSG30 V88F
UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039
| un 0000000000006d00 DEC HSG30 V88F

UDI D: 208 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a
I 'un 0000000000000000

port 011500 WA 5000- 1f e1- 000b- 6bf 3
I 'un 0000000000000100 DEC HSG30 V88F

uUDI D: 100 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038
I 'un 0000000000000200 DEC HSG30 V88F

uDI D: 200 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074
I 'un 0000000000000300 DEC HSG30 V88F

uDI D: 300 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b
I 'un 0000000000000400 DEC HSG80 V88F

UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080
| un 0000000000006c00 DEC HSGB0 V88F

UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039
| un 0000000000006d00 DEC HSGB0 V88F

UDI D: 208 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a
| un 0000000000000000
port 011100 failed port login

enter consol e

CHARON- AXP (Al phaServer ES40) enul ator. Version 4.6
Copyright (C 2015, STROVASYS (ww. Stronmasys. com

P00>>>
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The next step is to configure paths for the FC storage:

P00>>>f ¢ show devi ces

UDI D: 100 WAY D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038 (ev: none)

via adapter

[0] pga0.0.0.5.0
[1] pga0.0.0.5.0
[2] pgb0.0.0.6.0
[3] pgb0.0.0.6.0

via fc_port con

5000- 1f e1- 000b- 6bf 1 no (ev: none)
5000- 1f e1- 000b- 6bf 4 yes (ev: none)
5000- 1f e1- 000b- 6bf 2 no (ev: none)
5000- 1f e1- 000b- 6bf 3 yes (ev: none)

UDI D: 200 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074 (ev: none)

via adapter

[4] pga0.0.0.5.0
[ 5] pga0.0.0.5.0
[ 6] pgh0.0.0.6.0
[7] pgh0.0.0.6.0

via fc_port con

5000- 1f e1- 000b- 6bf 1 no (ev: none)
5000- 1f e1- 000b- 6bf 4 yes (ev: none)
5000- 1f e1- 000b- 6bf 2 no (ev: none)
5000- 1f e1- 000b- 6bf 3 yes (ev: none)

UDI D: 300 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b (ev: none)

vi a adapter

[ 8] pgal.0.0.5.0
[9] pga0l.0.0.5.0
[10] pgh0.0.0.6.0
[11] pgb0.0.0.6.0

via fc_port con

5000- 1f e1- 000b- 6bf 1 no (ev: none)
5000- 1f e1- 000b- 6bf 4 yes (ev: none)
5000- 1f e1- 000b- 6bf 2 no (ev: none)
5000- 1f e1- 000b- 6bf 3 yes (ev: none)

UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080 (ev: none)

via adapter

[12] pga0l.0.0.5.0
[13] pga0l.0.0.5.0
[ 14] pgb0.0.0.6.0
[ 15] pgb0.0.0.6.0

via fc_port con

5000- 1f e1- 000b- 6bf 1 no (ev: none)
5000- 1f e1- 000b- 6bf 4 yes (ev: none)
5000- 1f e1- 000b- 6bf 2 no (ev: none)
5000- 1f e1- 000b- 6bf 3 yes (ev: none)

UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039 (ev: none)

via adapter

[ 16] pga0.0.0.5.0
[17] pga0.0.0.5.0
[18] pgh0.0.0.6.0
[19] pgb0.0.0.6.0

via fc_port

5000- 1f e1- 000b- 6bf 1
5000- 1f e1- 000b- 6bf 4
5000- 1f e1- 000b- 6bf 2
5000- 1f e1- 000b- 6bf 3

con
yes (ev:none)
no (ev:none)
yes (ev:none)
no (ev:none)

UDI D: 208 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a (ev: none)

via adapter

[ 20] pga0.0.0.5.0
[21] pga0.0.0.5.0
[ 22] pgb0. 0. 0. 6.0
[ 23] pgh0. 0.0.6.0

P00>>>f ¢ set boot udid 400
POO>>>INIT

initializing ...

via fc_port

5000- 1f e1- 000b- 6bf 1
5000- 1f e1- 000b- 6bf 4
5000- 1f e1- 000b- 6bf 2
5000- 1f e1- 000b- 6bf 3

con
yes (ev:none)
no (ev:none)
yes (ev:none)
no (ev:none)

polling for units on kzpbaO, slot 4, bus 0, hose O ...

pka0. 0. 0. 4.0 PKAO
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polling for units on kgpsa0O, slot 5, bus 0, hose O ...
pgal.0.0.5.0 PGAO WAN 1000- 0000- C92E- 97C9
fabric WAN 2003- 0060- 6920- 4682
directory WAN 20f c- 0060- 6920- 4682
port 021400 WAN 5000- 1f e1- 000b- 6bf 1
| un 0000000000000100 DEC HSGB0 V88F
uDI D: 100 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038
| un 0000000000000200 DEC HSGB0 V88F
uDI D: 200 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074
| un 0000000000000300 DEC HSGB0 V88F
uDI D: 300 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b
| un 0000000000000400 DEC HSGB0 V88F
UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080
| un 0000000000006c00 DEC HSGB0 V88F
UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039
I un 0000000000006d00 DEC HSGB0 V88F
UDI D: 208 VWA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a
I un 0000000000000000
port 021500 WAN 5000- 1f e1- 000b- 6bf 4
I un 0000000000000100 DEC HSGB0 V88F
UDI D: 100 VWA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038
I un 0000000000000200 DEC HSG0 V88F
UDI D: 200 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074
I un 0000000000000300 DEC HSGB0 V88F
UDI D: 300 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b
I un 0000000000000400 DEC HSGB0 V88F
UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080
| un 0000000000006c00 DEC HSGB0 V88F
UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039
| un 0000000000006d00 DEC HSGB0 V88F

UDI D: 208 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a
| un 0000000000000000

polling for units on kgpsal, slot 6, bus 0, hose O ...
pgb0.0.0.6.0 PGB0 WA 1000- 0000- C92D- 8D00
fabric WA 2003- 0060- 6920- 45f f
directory WAN 20f c- 0060- 6920- 45f f
port 011400 WA 5000- 1f e1- 000b- 6bf 2
| un 0000000000000100 DEC HSG30 V88F
UDI D: 100 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038
| un 0000000000000200 DEC HSG80 V88F
UDI D: 200 W D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074
| un 0000000000000300 DEC HSG80 V88F
UDI D: 300 W D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b
| un 0000000000000400 DEC HSG80 V88F
UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080
| un 0000000000006c00 DEC HSGB0 V88F
UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039
I un 0000000000006d00 DEC HSGB0 V88F

uUDI D: 208 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a
I 'un 0000000000000000

port 011500 WAN 5000- 1f e1- 000b- 6bf 3
| un 0000000000000100 DEC HSGB0 V88F

UDI D: 100 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0038
| un 0000000000000200 DEC HSGB0 V88F

UDI D: 200 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0074
| ' un 0000000000000300 DEC HSGB0 V88F

UDI D: 300 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 007b
| un 0000000000000400 DEC HSGB80 V88F

UDI D: 400 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 9081- 1283- 0080
| un 0000000000006¢c00 DEC HSG30 V88F

UDI D: 108 WA D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 0039
| un 0000000000006d00 DEC HSG30 V88F

UDI D: 208 W D: 01000010: 6000- 1f e1- 000b- 6bf 0- 0009- 0440- 4014- 003a
| un 0000000000000000
port 011100 failed port login

enter consol e

CHARON- AXP (Al phaServer ES40) enul ator. Version 4.6

Copyri ght

(C) 2015, STROVASYS (www. stromasys. con)
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P00>>>SHOW DEV

sysO.
ewa0.
pkao.
pga0.
pgbO.
pqa0.
pgbO.
dga0.
dka0. 0.
dga400.
dga400.
dgh400.
dgh400.

eeeeeeee
erooeee

P00>>>BOOT $1$DGA400

dga400. 1001. 0. 5. O:
(boot dga400. 1002.0.5.0)

el S o
coooo

o oo
o O o

0.4.0

1001. 0.
1002. 0.
1003. 0.
1004. 0.

oo g o
ocooo

SYS0
EWAO
PKAO
PGAO
PGB0
PQAO
PQBO
DQAO
DKAO
$1$DGA400
$1$DGA400
$1$DGA400
$1$DGA400

junmping to bootstrap code

OpenVMs (TM Al pha Operating System Version V7.3-2
© Copyright 1976-2003 Hewl ett-Packard Devel opnent Conpany,

System ROOT Devi ce
00-51- 71- F5- 8E- D8

Q Logic/I SP PCl SCsI
WAN 1000- 0000- C92E- 97C9

WAN 1000- 0000- C92D- 8D00

1553C Integrated | DE Controller
1553C Integrated I DE Controller
TEAC DW 224E-V

Di sk (O SR

ALi
ALi

Vi rtual
Vi rt ual

failed to open device

ATAPI

SCSI

HSG80
HSG80
HSG80
HSG80

%SMP- | - CPUTRN, CPU #02 has joined the active set.
%SMP- | - CPUTRN, CPU #03 has j oined the active set.
%SMP- | - CPUTRN, CPU #01 has joined the active set.

Pl ease enter date and tine (DD MV YYYY HH MV)
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Acer Labs 1543C IDE/ATAPI CD-ROM adapter

® General description
® | oading Acer Labs 1543C IDE/ATAPI adapter
® Configuration parameters

® container

® Example

CHARON-AXP supports emulation of an integrated virtual Acer Labs 1543C IDE/ATAPI controller.

By default the integrated virtual Acer Labs 1543C IDE/ATAPI controller is preloaded with a name "ide".

Example:

set ide container="\\.\CdRonD"

The Acer Labs 1543C IDE/ATAPI adapter emulation has only one configuration parameter:

CONTAINER

Parameter container
Type Text String
Value Specifies the name of ATAPI or SATA CD/DVD-ROM drive attached to the host system.
The supported values are of the form “l\CdRomN”, where Nis 0, 1, 2...
In most cases 0 is the only meaningful value for N, because usually the host system has only one CD/DVD-ROM drive.

By default it is left unspecified.
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EXAMPLE

set ide container="\\.\CdRonD"

When running HP OpenVMS/Alpha Operating System on CHARON VM the specified CD/DVD-ROM drive is available as DQAO: device.
CHARON-AXP is able to boot any OpenVMS/Alpha and Tru64 version from Acer Labs 1543C IDE/ATAPI CD-ROM.

Virtual Acer Labs 1543C IDE/ATAPI can me mapped only to physical CD-ROM drives. If a CD-ROM container or an ISO file should be used, it
is required to utilize KZPBA-CA controller as it offers full support of both physical and virtual mappings to system resources.
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PCI I/0 Bypass controller

General description
Prerequisites
Installation
Loading PCI 1/O bypass controller
Configuration parameters
® container
® removable
® geometry
® use_io_file_buffering
® Deinstallation

CHARON-AXP supports PCI I/0 bypass controller for accessing to disk images and host physical disks. PCI I/O bypass controller requires a specific
driver to be installed.

PCI I/0 bypass controller support is available only for OpenVMS guest operating system.

This release supports VMS version V6.2-1H3 and higher. Bypass disks can not be used as a boot device in V6.2-1H3, higher versions do not have this
restriction.

Make sure that the latest Bypass controller kit has been installed, especially for VMS versions before V7.3-2.
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1. Open your VM configuration and attach the virtual disk "ovms_tool.vdisk" located by default in the "C:\Program Files\CHARON\Virtual Disk
Images\OpenVMS tools package" directory:

set PKA container[400] = "C \Program Fi | es\ CHARO\\ Vi rtual Di sk | mages\ OpenVNS t ool s
package\ ovns_t ool s. vdi sk*"

2. Run VM, boot guest OpenVMS operating system.
3. Use the POLYCENTER Software Installation (PCSI) utility to install the Bypass Driver. The following example demonstrates the "PCSI PRODUCT
I NSTALL" command to execute and the expected output (the example assumes the utilities virtual disk image is attached as DKA400: ):

$ PRODUCT | NSTALL CHARON_DI SK/ SOURCE=DKA400: [ BYPASS]
%PCSI - | - CANNOTVAL, cannot val i date DKA400: [ BYPASS] SRI - AXPVMS- CHARON_DI SK- V0104- - 1. PCSI ; 1
-PCSI -1 - NOTSI GNED, product kit is not signed and therefore has no nmanifest file

The foll owi ng product has been sel ected:
SRI AXPVMS CHARON DI SK V1.4 Layered Product

Do you want to continue? [YES] YES
Configuration phase starting ...

You will be asked to choose options, if any, for each sel ected product and for any products that may be
installed to satisfy software dependency requirenents.

SRI AXPVMS CHARON DI SK V1.4: Charon disk driver V1.4 for QpenVMs Al pha.
Copyright (C 1976, 2009 Software Resources |nternational
CHARON_DI SK was produced by Software Resources International

* This product does not have any configuration options.

Execution phase starting ...

The followi ng product will be installed to destination:
SRl AXPVMs CHARON DI SK V1.4 DI SK$TARDI SSYSTEM [ VMS$COMMON. ]

Portion done: 0%..10%..20%..80%..100%

The foll owi ng product has been installed:
SRl AXPVMS CHARON DI SK V1.4 Layered Product

Syntax for loading PCI I/O bypass storage adapter:

| oad pci_i o_bypass <nanme>

The <name> can be DI<x>, DR<x> or DU<x>
where x is selected according to VMS naming scheme, i.e. A stands for the first controller of given type, B - for the second, etc.

Example:

| oad pci_io_bypass D A
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In AlphaStation 400 configuration use the following syntax for PCI I/O bypass storage loading:

| oad pci _io_bypass DIAirq_bus = isa

The adapter instance name ("DIA" in the example above) is used then for parametrization, for example:

set DIA container[0]="C:\My disks\vns_distribution.vdi sk"

The numbers in the square brackets represent a number of device on PCI I/O Bypass controller.
The maximum number of 1/0O Bypass controller devices is 64.

By default I/O Bypass controller uses PCI slot corresponded to the <x> parameter (see above). If instead some particular slot is needed, refer to this
section for details of specific placement of PCI peripherals on CHARON Virtual Machine (VM) PCI bus (note that "irq_bus" and "irq" parameters are
ignored for I/O Bypass controller). In this case the <x> will be changed automatically according to custom position of /O Bypass controller on PCI bus.

o 1/0 Bypass controller is implemented for OpenVMS only.

The I/0 Bypass controller has the following configuration parameters:
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CONTAINER

Parameter container[N]

N is 0..32766 (no more than 64 units)

Type Text string
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Value Possible values of the parameter are strings in one of the following forms:

® Physical disk
® "\\PhysicalDrive<X>", where Xis 0, 1, ...
I, Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.
These disks must not be formatted by the host OS.
Example:

set DI A container[0]="\\.\Physical Drivel"

® Physical disk by its WWID
® "\.\PhysicalDrive(DevID=XXX-...-XXXX)"

1. Be careful not to destroy all the information from the disk dedicated to CHARON VM by mistake.
These disks must not be formatted by the host OS.

DevID addresses the target physical disk by its WWID (hexadecimal 128-bit identifier assigned to the disk drive by its
manufacturer/originator).

Example:

set DI A container[100] ="\\.\Physical Drive(Devl D=6008- 05F3- 0005- 2950- BF8E- 0B86- AOC7- 0001) "

® {SCSI disks
® "\\\PhysicalDrive(iScsiTarget = <iSCSI target>, LUN = <LUN number>)"

iScsiTarget addresses the disk by its iISCSI target name.
LUN specifies LUN on connected iSCSI disk.

Example:

set DI A container[200]="\\.\Physical Drive(i Scsi Target =i gn. 2008-04: i scsi.charon-target-testl, LUN= 1)"

® File representing a physical disk of the HP Alpha system (disk image)
® [<drive>":\"<path-name>"\"|<file-name>[".vdisk"]
These files can be created from scratch with "MkDisk" utility. Data and OS disks backups are transferred from the original system
via tapes or network and restored into these container files.
Mapping may also include the full path (recommended), for example: "C:\My disks\my_boot_disk.vdisk"
Example:

set DI A container[401]="tru64-v51-system vdi sk"

Using compressed folders to store virtual disks and tapes is not supported

® Other type of drive, for example magneto-optical drive
® "\A\<N>:"
Example:

set DI A container[300]="\\.\Z:"

Using compressed folders to store virtual disks and tapes is not supported

lﬂ This parameter is initially not set, thus creating NO storage elements on the controller.
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Parameter removable[N]
N is 0..32766 (no more than 64 units)

Type Boolean

Value When set to "true", the removable configuration parameter instructs CHARON VM to report the corresponding virtual disk as removable.
Note to set this parameter to "true" if this disk storage element is:

® Mapped to a host removable device
® Mapped to a disk image located on a host removable device
® Mapped to a disk image that has to be renamed/moved/deleted right after dismounting it in the guest OS

By default the removable configuration parameter is set to "false".

Example:

set DI A renpvabl e[ 400] =t rue

Parameter geometry [N]

N is 0..32766 (no more than 64 units)

Type Text String
Value This formatted string value specifies the explicit geometry of the disk storage element. This parameter is not applicable to tape storage
elements.

The string format is ”*/*/*/<B>" or ™*,* *<B>" where B is the total size of the disk (in blocks) reported to the guest OS. If omitted it is
calculated automatically.

If this parameter is not set, CHARON VM will configure the geometry based on the most probable disk type.

Initially not set.

Parameter use_io_file_buffering[N]
N is 0..32766 (no more than 64 units)

Type Text String

Value Instructs CHARON VM to enable host operating system 1/O cache on reading/writing operations.
The following values are possible:

® "true" or "write-back" - the "write back" caching mode is used
® "write-through" - the "write through" caching mode is used
® "false" - caching is switched off

o Note that this caching has a significant effect only in case of mapping to disk and tape containers, not physical drives.

When enabled, host operating system 1/O cache may significantly improve /O performance of the virtual system. At the same time
maintaining 1/O cache requires additional host resources (CPU and memory) which may negatively affect overall performance of the
virtual system.

Initially is set to "false".

Example:

set DIA use_io_file_buffering[603]=true
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When a disk image connected to an 1/O Bypass controller is dismounted by OpenVMS, it is disconnected from CHARON VM and can be manipulated. It
can be replaced with a different disk image if it keeps the same name. This capability may be useful when designing back-up and restore procedures.
When copying CHARON-AXP disk images while CHARON VM is running, please take care to minimize the risk of overloading a heavily loaded CHARON
host system. For example, using a sequential series of simple ftp binary copies is less resource intensive and thus less disruptive than multiple,
simultaneous copies.

Empty disk images are created with the "MkDisk" utility.

CHARON-AXP is able to boot from disk images of any OpenVMS/Alpha version.

Do a conversational boot. Please refer to your OpenVMS system administration guide for instructions.
Set the NOAUTOCONFI G system parameter to 1

Boot OpenVMS

Remove the product with the "$ PRODUCT REMOVE CHARON_DI SK" command.

Set the NOAUTOCONFI G system parameter to 0 and reboot.

aoRrObD=
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Networking

Table of Contents

® General description
® Configuration steps
® Configuration parameters

® Pack

® 060606060606 06 060D 00 0 0 o

interface

station_address

rx_fifo_size

adapter_mode

Example

DEG602 and DE602AA network adapters link speed and duplex settings

t Port

interface
port_enable_mac_addr_change
port_retry_on_tx
port_pending_rx_number
port_pending_tx_number
suspend_msg_on_mac_change
log

legacy_mode

Example

General description

CHARON-AXP supports emulation of the following network adapters:

DE435
DE450
DES00AA
DES00BA
DE602
DEG02AA

Each of them is a PCI Ethernet adapter based on the DEC21040 (DE435, DE450, DESO0AA and DE500BA) and the Intel i8255x (DE602 and DE602AA)
PCI Ethernet adapter chips for the HP Alpha.

CHARON Virtual Machine (VM) maps the virtual adapter to a dedicated Ethernet adapter in the Windows host system.

All the emulated controllers are loaded and configured in the same way.

i\, The Ethernet adapter in the Windows host system must support dynamic changes of its MAC address (i.e. no reboot of the host system is required to
change the MAC address), which is the case with nearly all modern Ethernet adapters.

o By default the PCI Ethernet adapters use first available PCI slot. If instead some particular slot is needed, refer to this section for details of specific
placement of PCI peripherals on CHARON VM PCI bus.

&, Network booting is not currently supported.
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Configuration steps

To configure CHARON VM networking, follow these 3 steps:
1. Load network adapter (if required)

Use the "load" command as shown below.

Example:

For DEC21040 adapters For Intel i8255x adapters

| oad DE500BA/ dec21x4x NI C | oad DE602/i 8255x NI C

o By default each loaded virtual network adapter uses first available PCI slot. If instead some particular slot is neded, refer to this section for
details of specific placement of PCI peripherals on CHARON VM PCI bus.

In AlphaStation 400 configuration use the following syntax for network adapter loading:

| oad DE500AA/ dec21x4x NIC irqg_bus = isa

2. Load "packet_port"

Load "packet_port" to connect network adapter to the host hardware network card (or to a virtual network interface).

Example:

| oad packet _port/chnetwk NDI S interface = "connection: Charon"

3. Connect the loaded "packet_port" to the loaded virtual network adapter

Connect the network adapter to the "packet_port" by setting the interface name.

Example:

set NIC interface = NDI' S

The interface name can be either "( di sabl ed) " for a disabled interface or "connect i on: <W ndows network i nterface name>"

Examples:

| oad packet _port/chnetwk N Cl1 interface="(disabled)"

| oad packet _port/chnetwk NI C2 interface="connection: CHARON_NI C'

The AlphaServer DS15 and DS25 contain two built-in PCI Ethernet adapters. Models and names (EI* or EW*) of them depend on configuration
addon. Choose one of the two or none, but not both. The first instantiates onboard network interfaces as EIA and EWA. While the second -
EWA and EWB (enabled by default for backward compatibility)

Example:

#i ncl ude ds25-onboard-nics.icfg
i ncl ude ds25-onboard-nics-ew. icfg
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Configuration parameters

Each virtual network controller has the following parameters that are specified with the "set" command:

Parameter

Type

Value

Parameter

Type

Value

Parameter
Type

Value

interface
Text string.

Name of the corresponding instance of the "packet_port" component

station_address
Text String

The "station_address" provides the ability to configure the adapter's permanent address. By default the adapter’'s permanent address is
read from the host system’s NIC.

Format:

XX= XK= XX- XK= XX- XX

or

XX XX XX XX XX XX

Example:

set EWA station_address="AF: 01: AC: 78: 1B: CC"

rx_fifo_size

Numeric

"rx_fifo_size" sets the receive FIFO size.

The value is specified in Kb and, by default, is pre-calculated from the connected port’s size of the receive queue.

Typically, you do not need to change the "rx_fifo_size" parameter. It is available for extended tuning and debugging purposes.
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Parameter adapter_mode
Type Text String
Value Assigns the link speed and the duplex settings of the virtual network adapter (except for DE602/DE602AA - see below).

The values are:
Parameter Description
"Auto” Auto-negotiate (default)
"10BaseT-HD" | 10Mbps half duplex
"10BaseT-FD" 10Mbps full duplex
"100BaseT-HD" 100Mbps half duplex

"100BaseT-FD" = 100Mbps full duplex

Example:

set EWA adapt er _npde="100BaseT- HD"

Please note that this parameter controls only the setting which the emulated network adapter reports to the guest operating
system running on CHARON VM. It does not change any settings of the host adapter mapped to the virtual adapter! In case if
the settings of the host adapter have to be changed please refer to the host Operating System User's Guide for details on how
to doiit.

In case if "Auto” value is set CHARON VM collects the settings from the mapped host network adapter directly, assuming that all
speeds above 100Mbps are represented as 100Mbps (maximum value). The resulting duplex setting corresponds to the duplex
setting of the mapped host network adapter.

| oad packet _port/chnetwk EWAO interface = "connection: Charon"
set EWA interface = EWAO
set EWA station_address="0C: FE: 35: AA: 67: 3B"

Regardless of the "adapter_mode" setting in CHARON VM configuration file (see above), DE602 and DE602AA network adapters remains in
"Auto-negotiation" mode, since the EIDRIVER of OpenVMS checks for EIx0O_MODE environment variable when configuring the network card.

So mode propagation is implemented in CHARON-AXP via SRM console EIx0_MODE environment variable ("x" is A, B, C... depending on CHARON VM
configuration), for example:

>>>hel p set

usage: set <vari abl e- name> <val ue>
set <vari abl e-nane> ""

set eia0_node { Twisted | Full | Fast | FastFD | Auto* }

>>>
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I, The EIx0_MODE variable name is case insensitive, while its values are case sensitive! This is feature of OpenVMS EIDRIVER.

The values are:
Parameter Description
"Auto" Auto-negotiate (default)
"Twisted" 10Mbps half duplex
"Full" 10Mbps full duplex
"Fast" 100Mbps half duplex

"FastFD" 100Mbps full duplex

Example:

>>>set ei a0_node FastFD

Please note that EIx0_MODE environment variable controls only the setting which the emulated network adapter reports to the guest operating
system running on CHARON VM. It does not change any settings of the host adapter mapped to the virtual adapter! In case if the settings of the
host adapter have to be changed please refer to the host Operating System User's Guide for details on how to do it.

In case if "Auto” value is set CHARON VM collects the settings from the mapped host network adapter directly, assuming that all speeds above
100Mbps are represented as 100Mbps (maximum value). The resulting duplex setting corresponds to the duplex setting of the mapped host
network adapter.

Packet Port

The CHARON-specific "packet_port" interface establishes a connection between an Ethernet adapter in the Windows host system and a network adapter
in the virtual HP Alpha system.

For every virtual adapter instance loaded, one dedicated host Ethernet physical adapter is required.

To create instances of the "packet_port", use the “load” command in the configuration file as follows:

| oad packet _port/chnetw k <instance-nane>

Example:

| oad packet _port/chnetwk NDI S

"packet_port" uses several configuration parameters to control its behavior.
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Parameter interface
Type Text string

Value This parameter identifies an Ethernet adapter of the host system dedicated to CHARON VM. The leading keyword "connecti on: "is
mandatory except if the interface is to be disabled.

Syntax:

set <name> interface="connection: <adapt er>"

Example:

set NDI' S interface="connection: Charon"

Parameter port_enable_mac_addr_change

Type Boolean

Value If "true" is specified (default value), CHARON VM sets the appropriate Ethernet address automatically.
If "false" is specified, set the Ethernet address manually.

Example:

set NDI S port_enabl e_mac_addr _change=f al se

Parameter port_retry_on_tx
Type Numeric

Value The "port_retry_on_tx" parameter controls the number of times a port will attempt to transmit a packet before giving up.
By default, the value is 3.
Increasing this value may introduce problems in carrier loss logic, because not all NIC drivers support a carrier status query.
Typically, you do not need to increase the value.

Example:

set NDIS port_retry_on_tx=8
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Parameter port_pending_rx_number

Type Numeric

Value The "port_pending_rx_number" parameter sets the number of pending receive buffers.
The default value is 63. The maximum value allowed is 195.

You may want to increase the "port_pending_rx_number" when you have very busy networking and experience problems like losing
connections not related to the carrier loss.

Typically, you do not need to change this parameter.

Example:

set NDI' S port_pendi ng_rx_nunber =128

Parameter port_pending_tx_number

Type Numeric

Value The "port_pending_tx_number" parameter sets the number of buffers the port uses to transmit.
The default value is 62.
You may want to increase the "port_pending_tx_number" value if the log file indicates dropped TX packets due to TX queue overflow.
Typically, you do not need to change this parameter.

Example:

set NDI' S port_pendi ng_t x_nunber =128

Parameter suspend_msg_on_mac_change

Type Boolean

Value To avoid confusion arising from non critical errors during a MAC address change, logging is by default suppressed (default value is "true").
To enable tracing during a MAC address change set this parameter to "false"

Example:

set NDI S suspend_nsg_on_nac_change=f al se
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Parameter log
Type Text string

Value If this parameter is set to some valid file name or a directory where the log files for each individual session will be stored CHARON VM
logs Recv and Xmit packets at the emulated port layer.

If an existing directory is specified, CHARON VM automatically enables creation of individual log files, one for each session using the
same scheme as used for the generation of the rotating log files. If the "log" parameter is omitted, CHARON VM does not create log.

In certain situations enabling this parameter may help to detect loss of packets.

Example:

set NDI S | og="ndis. | og"

set NDI' S | og="C:\ Charon\ Logs"

Only existing directory can be used as a value of the "log" parameter.

Parameter legacy mode
Type Boolean

Value If this parameter is set to "true” CHARON VM fries to use very first implementation of "packet_port" having certain restrictions such as
inability to automatically change MAC address on given interface etc.

This setting may be needed if CHARON VM runs in VMware environment for example and you do not want to allow promiscuous mode.
In other situations please do not change its default value ("false").

Example:

set NDI S | egacy_node=true

This parameter is required only if you do not want to allow promiscuous traffic for the VMware adapter/port. In this mode,
CHARON VM uses legacy MAC address change logic, so use of this option is not desirable.

Thus for ESXi networking configuration:

1. Create the port with e1000 adapter;
2. Enable the promiscuous traffic;
3. Do not use legacy_mode option in Charon's configuration file

TruCluster alias vVMAC option may not operate correctly in combination with "legacy _mode=true" when host is VMware virtual
machine. This is because VMAC option sets adapter to promiscuous mode which does not seem operating correctly on VMware
adapters.
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| oad DE500BA/ dec21x4x EWA
| oad packet _port/chnetwk EWAO interface="connection: Charon"
set EWA interface=EWAO

CHARON-AXP supports VLAN adapters. If for some reasons you are going to use them, proceed with their installation and configuration
according to the network adapter's vendor's User's Guide and then use the resulting VLAN interface the same way as the regular network
interface.
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DEFPA PCI FDDI adapter

Table of Contents

® General description
® | oading DEFPA PCI FDDI adapter
® Configuration parameters
® host_bus_location
® |nstallation of DEFPA PCI FDDI adapter
® Mapping to host DEFPA PCI FDDI adapter

General description

CHARON-AXP supports emulation of DEFPA PCI FDDI adapter via CHARON PCI Pass Through mode (using a specific CHARON PCI Pass Through
driver).

CHARON PCI Pass Through mode enables connection between the virtual DEFPA PCI FDDI adapter and the physical DEFPA PCI FDDI adapter plugged
into a hosting server PCI bus.

Loading DEFPA PCI FDDI adapter

Syntax for loading DEFPA PCI FDDI adapter:

| oad def pa <nanme>

Example:

| oad def pa FDDI

By default DEFPA adapter uses first available PCI slot. If instead some particular slot is needed, refer to this section for details of specific placement of
PCI peripherals on CHARON Virtual Machine (VM) PCI bus.

In AlphaStation 400 configuration use the following syntax for DEFPA PCI FDDI adapter loading:

| oad defpa FDDI irqg_bus = isa
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Configuration parameters

The DEFPA PCI FDDI adapter emulation has only one configuration parameter:

Parameter host_bus_location
Type Text String

Value Establish connection between virtual DEFPA PCI FDDI adapter and physical DEFPA PCI FDDI adapter installed on CHARON host (pass
through mode)

Syntax:

| oad defpa <controller nane> host_bus_I| ocati on="PCl bus X, device Y, function zZ"

where:

Parameter Description
"PCl bus X" ' PCI bus number of the host DEFPA PCI FDDI adapter
"device Y" | PCI bus device number of the host DEFPA PCI FDDI adapter

"function Z" = The "function" parameter of the the host DEFPA PCI FDDI adapter

Example:

| oad defpa FDDI host_bus_| ocati on="PCl bus 3, device 1, function 0"

Installation of DEFPA PCI FDDI adapter

. Install the DEFPA PCI FDDI adapter to some spare PCI slot of the host system

. Boot a Windows operating system

. Open “Computer Management”

Select “Device Manager”

. In the right window select the desired physical FDDI adapter connected to the system, right-click the mouse button, and the corresponding menu
will appear.

6. From the menu select “Update driver...”. Windows will show “Hardware Upgrade Wizard”

7. Select “No, not this time”, click “Next”

8. Select “Install from a list or specific location (Advanced)”, click “Next”

9

0

1

S I NI RN

. Select “Don’t search. | will choose the driver to install”, click “Next”

. Click “Have Disk...”. Windows shows dialog “Install From Disk”

. Instead of “A:\”, click “Browse” and select path to the folder in which driver’s INF file is located (typically "C:\Program
Files\CHARON\Drivers\DEFPA_X.X.0.XXXXX"), select “defpa_ppt_amd64.inf’, and click “Open”

12. The “Hardware Upgrade Wizard” should have “CHARON DEFPA FDDI adapter”. Select it, and click “Next”

13. There will be one or two more dialogs, but they are usual for device driver installation.

14. Reboot the host

Upon completion, a new device will appear in the device manager with the CHARON logo on it.
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Mapping to host DEFPA PCI FDDI adapter

Open “Computer Management” application and select “Device Manager”:

Q File  Action Wiew ‘Window Help | - | E’lﬂ
& - | | E2
Q Computer Management {Local) EI--- AMDxE
-l System Todls @] cHARON PCI Pass Through
@ Ewvent YWigwer - Computer
Shared Faolders [+] g Disk drives
% Local Users and Groups - @ Display adapters
: [+ b DVDJCD-ROM drives
‘ , [-i= Floppy disk controllers
[—:I@ Storage EEI---& Floppy disk drives
¥]- g,‘ Removable Storage -2 IDE ATA/ATAPT controllers
L Disk Defragmenter [#-3a Keyboards
‘ v,i Disk, Managenment F- Mice and ather poinking devices
EEI--@ Services and Applications []% Monitars
[+-E& Metwork adapkers
-5 Parts (COM & LPT)
EEI--ﬂ Processors
-4 SCSI and RAID controllers
%, Sound, video and game controllers
M- 5 Swstem devices
[#- niversal Serial Bus conkrolliers
< |
|
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In the right panel select the installed DEFPA PCI FDDI adapter:

LI Computer Management

=) Fie Action View ‘Window Help

¢« @ TS @E =Xa

- B
ETET

Q Computer Management (Local) = % DEGTEY_¥64
= i, System Tools = [@] cHarOn PCE Pass Thmg_h
[+ Event Viewer
[#-G.] Shared Folders e | Cnfrputer
[+ Local Users and Groups [#] g Disk drives
[+ Performance Logs and alert: + @ Display adapters
Device Manager L DVDICD-ROM drives
= (% Storage * @ Floppy disk controllers
[+ Remaovable Storage #- 4 Floppy disk drives
Disk Defragmenter [+ {8 Human Interface Devices
Disk Management (=) IDE ATAJATAPI controllers

[+ @5 Services and Applications

-2 Keyboards

+ ") Mice and other pointing devices

= Monitors

(- EE Metwork adapters

+ \> MYIDIA Metwork Bus Enumerakor

% Ports (COM &LPT)

+ ’ﬂ Processors

=¥, Sound, video and game controllers
¢ System devices

Universal Serial Bus controllers
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Open its properties sheet by double-clicking on the selected adapter:

CHAROHN DEFPA FDDI Adapter Properties

General |Dri'-.fer Detailz | Resources

CHAROM DEFPA FDDI &dapter

Device twpe: CHAROM PCI Pazs Thraugh
kd anufacturer; STROMASYS S4 [previously Software Besou
Location: PCI Slat S R . function (]

Device statuz

Thiz device iz warking properly.

If wou are having problems with thiz device, click Troubleshoot to
gtart the troubleshooter.

Troubleshont... l

Device usage:

|1z this device [enable] W |

Ok ][ Cancel ]

The “Location:” on the above picture gives X, Y, and Z for the "host_bus_location" parameter, for example:

set FDDI host_bus_location = "PCl bus 1, device 8, function 0"

I, Non-US-EN installations of Windows may present “Location:” string in local language, but "host_bus_location" parameter requires English notation, so
the words “PCI”, “bus”, “device”, and “function” must be specified in English.
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PBXDA-xx series PCI serial adapters

Table of Contents

® General description
® Virtual PBXDA-xx PCI serial adapter
® |oading virtual PBXDA-xx serial lines adapter
® Configuration parameters
® port
® line
® Pass-through mode
® |oading PBXDA-xx PCI serial adapter in pass-through mode
® Configuration parameters
® host_bus_location
® |nstallation of DIGI AccelePort PCI serial adapter
® Mapping to host DIGI AccelePort PCI serial adapter

General description

CHARON-AXP supports emulation of PBXDA-xx family PCI serial adapter based on DIGI AccelePort serial adapters via CHARON PCI Pass Through
mode (using a specific CHARON PCI Pass Through driver) and by direct virtualization.

CHARON PCI Pass Through mode enables connection between the virtual PBXDA-xx PCI serial adapter and the physical DIGI AccelePort PCI serial
adapter plugged into a hosting server PCI bus whether as the direct virtualization may address the host serial port or TCP/IP port.

Virtual PBXDA-xx PCI serial adapter

Syntax for loading PBXDA (AccelePort 2r 920) serial lines adapter:

| oad PBXDA/ DI G <nane>

Syntax for loading PBXDA_BA (AccelePort 4r 920) serial lines adapter:

| oad PBXDA BA/ DI G <name>

Syntax for loading PBXDA_BB (AccelePort 8r 920) serial lines adapter:

| oad PBXDA BB/ DI G <name>

Syntax for loading PBXDA_AC (AccelePort Xem) serial lines adapter:

| oad PBXDA AC/ DI G <name>

Example:

| oad PBXDA/ DI G TXA

The adapter instance name ("TXA" in the example above) is used then for parametrization, for example:

set TXA line[2]="COM:"

The numbers in the square brackets represent line number on the virtual PBXDA-xx adapter starting from 0.

Controller type Maximum number of lines

PBXDA 2
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PBXDA_BA 4
PBXDA_BB 8
PBXDA_AC 16

All the parameters described in the "Placement of peripheral devices on PCI bus" chapter, such as "bus", "device", "function", "irq", "irq_bus" are
applicable for PBXDA-xx controller.

DIGI drivers for OpenVMS and Tru64 are sensitive to PBXDA-xx location on PCI, therefore it is recommended to fix PBXDA-xx location with
explicit configuration.

For example:

load PBXDA TXA bus=pci_1 device=4
function=0

The PBXDA-xx serial lines adapter emulation has the following configuration parameters:

PORT

Parameter port
Type Text String
Value Specifies a local port for incoming telnet connections
By default the "port" configuration option is not specified.

Syntax:

port[line-nunber] =<l ocal port>

Example:

set TXA port[2]=17060

LINE

Parameter line

Type Text string
Value A defined COM port on host system:
Example:

set TXA |ine[2]="COw:"
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Pass-through mode

o Note the model of DIGI AccelePort PCI serial adapter for emullation of a particular model of PBXDA-xx family PCI serial adapter:

DEC PBXDA-xx adapter Name of the device to map to Controller Vendor ID Device ID

PBXDA-BA DIGI AccelePort 4r 920 ASIC PCI | 114Fh 0026h
PBXDA-BB DIGI AccelePort 8r 920 ASIC PCI | 114Fh 0027h
PBXDA-AC DIGI AccelePort Xem ASIC PCI | 114Fh 0004h
PBXDA-AC DIGI AccelePort Xem ASIC PCI | 114Fh 0008h

Syntax for loading PBXDA-xx PCI serial adapter:

| oad digi <name>

Example:

load digi SERIAL_A

By default PBXDA-xx adapter uses first available PCI slot. If instead some particular slot is needed, refer to this section for details of specific placement of
PCI peripherals on CHARON Virtual Machine (VM) PCI bus.

In AlphaStation 400 configuration use the following syntax for PBXDA-xx PCl serial adapter loading:

load digi SERIAL_A irqg_bus = isa
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The PBXDA-xx PCI serial adapter emulation has only one configuration parameter:

Parameter host_bus_location

Type

Value

AR WN =

SCo0E~NO®

1
1

12.
13.
14.

Text String
Establish connection between virtual PBXDA-xx PCI serial adapter and physical DIGI AccelePort PCI serial adapter installed on CHARON
host (pass through mode)
Syntax:
load digi <controller nanme> host_bus_l ocati on="PCl bus X, device Y, function Z"
where:
Parameter Description
"PCl bus X" = PCI bus number of the host DIGI AccelePort PCI serial adapter
"device Y" PCI bus device number of the host DIGI AccelePort PCI serial adapter
"function Z" | The "function” parameter of the the host DIGI AccelePort PCI serial adapter
Example:
| oad digi SERIAL_A host _bus_| ocati on="PCl bus 3, device 1, function 0"
. Install the DIGI AccelePort PCI serial adapter to some spare PCI slot of the host system
. Boot a Windows operating system
. Open “Computer Management”
Select “Device Manager”
. In the right window select the desired physical serial adapter connected to the system, right-click the mouse button, and the corresponding menu
will appear.
From the menu select “Update driver...”. Windows will show “Hardware Upgrade Wizard”
Select “No, not this time”, click “Next”
. Select “Install from a list or specific location (Advanced)”, click “Next”
. Select “Don’t search. | will choose the driver to install”, click “Next”
. Click “Have Disk...”. Windows shows dialog “Install From Disk”
. Instead of “A:\”, click “Browse” and select path to the folder in which driver’s INF file is located (typically "C:\Program
Files\CHARON\Drivers\DIGI_X.X.0.XXXXX"), select “digi_ppt_amd64.inf’, and click “Open”
The “Hardware Upgrade Wizard” should have “CHARON DIGI adapter”. Select it, and click “Next”

There will be one or two more dialogs, but they are usual for device driver installation.
Reboot the host

Upon completion, a new device will appear in the device manager with the CHARON logo on it.
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Open “Computer Management” application and select “Device Manager”:

vice Manager
= @ Sturage

[-{53 Removable Storage

B Disk Defragmenter
Disk Managernent
EEI--@ Services and Applications

l@ Floppy disk controllers

H'j, Floppy disk drives

[+ IDE ATAJATAPT controllers
u,, Kevboards

"_} Mice and other pointing devices
- Monitors

[+-E@ Metwork adapters

-5 Ports (COM &LPT)

ﬂ Processors

@é 5250 and RAID controllers
---@ Sound, video and game controllers

H- g System devices
¥ Universal Serial Bus conkrollers

Q File  Action Wiew ‘Window  Help | - | E’Iﬂ

& = | | E2

Q Computer Management {Local) B- . AMDE

=iy System Touls +-[I3] CHARON PCI Pass Through

l @ Event Viewer _J Computer
! Shared Folders -un Disk. drives
Local Users and Groups j Display adapters
: ,,.j PerfFormance Logs and Alert: [k DYDJCD-ROM drives
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In the right panel select proper physical DIGI adapter:

{5 Computer Management

File Action Wiew Help

L 2l Eat =N 7 M

(A Computer Management (Local)
= [} System Tools

® (5 Task Scheduler

# |4 Event Viewer

[# a2 Shared Folders

[+ = Local Users and Groups

=l 22 Storage
5% Disk Management
4 Services and Applications

© Stromasys, 2019

£ Rebiability and Perfarmanc

=) g3 DEGTEV

= E CHAROM PCI Pass Thr |_'|I_j|_'_.I|'|
IGH| CHARON DIGI Adapter
IG| CHARON DIGI Adapter
[+ s Computer
[# 4 Disk drives
. Display adapters
L DVD{CD-ROM drives
Floppy disk drives
:a Floppy drive controllers
+ ﬁﬁ Human Inketface Devices
# g IDE ATAJATAPT contrallers
= Keyboards
B Mice and other pointing devices
A Monitors
3‘ Metwork adapters
Parts (COM & LPT)
Processors
%, Sound, video and game controders
<> Storage cortrollers
s System devices
§ Universal Serial Bus controllers
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Open its properties sheet by double-clicking on the selected adapter:

CHARDON DIGI Adapter Properties ed

General iD:'wer I Det.ais] Hesnun:esl

CHAROM DIGI Adapher

Device tppe: CHAROM PCI Pass Through
b anufacturer STROMASY'S SA [previously Software Resow

L ocation: PCl bus 1, dewvice ¥, function 0
[PI bus 1, device 7, Function 0}

~ Dewice status

This device iz working properly. ﬂ

| k. I Cancel

The “Location:” on the above picture gives X, Y, and Z for the "host_bus_location" parameter, for example:

set PBXDA host_bus_location = "PCl bus 1, device 7, function 0"

I, Non-US-EN installations of Windows may present “Location:” string in local language, but "host_bus_location" parameter requires English notation, so
the words “PCI”, “bus”, “device”, and “function” must be specified in English.
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Sample configuration files

Contents

HP AlphaServer 800 configuration file

HP AlphaServer 4000 configuration file
HP AlphaServer DS20 configuration file
HP AlphaServer ES40 configuration file
HP AlphaServer GS80 configuration file
"configuration_name.icfg" configuration file
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HP AlphaServer 800 configuration file

#

# Copyright (C 1999-2018 STROVASYS

# Al rights reserved.

#

# The software contained on this nedia is proprietary to and enbodi es

# the confidential technol ogy of STROVASYS. Possession, use, duplication,
# or dissemination of the software and nmedia is authorized only pursuant
#to avalid witten license from STROVASYS.

#

#

# Sanple configuration file for Al phaServer 800 machi nes.

#

Hm m o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me—
set session hw_nodel = Al phaServer_800

#
# Choose a name for the instance, if needed, to differentiate it anobng other
# instances running on the sanme host.

#

i ncl ude configuration_nane.icfg

#

# Use the followi ng conmands to disable the rotating LOG files and enabl e
# a single LOG file. Select either append or overwite (for each time the
# instance starts) and specify desired log path and file nane.

set session | og_nethod = append
#set session log _nethod = overwite
#set session |og = Al phaServer_800.1| og

#
# Overrides system assigned process's CPU affinity. The session changes
# the process's CPU affinity to the one specified.

#

#set session affinity="0, 1, 2, 3"

The 'n_of _io_cpus' option overrides nunber of host CPU cores reserved for
I1/O processing. If omtted the session reserves 33% of avail able host CPU
cores for 1/0O processing. Note that total anpunt of available host CPU
cores is determ ned based on process's CPU affinity.

HHOHH R HH R

#set session n_of _io_cpus=1
#set session n_of _i o_cpus=2
#set session n_of _io_cpus=...

#
# Al phaServer 800 5/333

set ace cpu_architecture = EV56
set romdsrdb[0] = 1310 system nane = "Al phaServer 800 5/ 333"

#
#
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#
# Al phaServer 800 5/400

#set ace cpu_architecture = EV56
#set romdsrdb[0] = 1584 system nane = "Al phaServer 800 5/400"

i

Al phaServer 800 5/500

H* # H®

#set ace cpu_architecture = EV56
#set romdsrdb[0] = 1585 system nane = "Al phaServer 800 5/500"

e

Qverride default System Serial Nunber.

* H R

#set rom system serial _nunber = SN01234567

m
#

#
# Specify size of RAM from 256MB up to 8192MB (8GB) in 256MB extents.

#set ram si ze=256
#set ram si ze=512
#set ram si ze=1024
#set ram si ze=4096
#set ram si ze=8192

#
H

#
# Uncomment to allow the virtual SRM consol e environment be preserved across
# enul ator restarts.

#set rom contai ner =" Al phaServer_800. bi n"

t

Uncomment to all ow saving CMOS NVRAM content, so that to preserve
Time & Date information.

H* H HH

#set toy container="A phaServer_800. dat"

#

# Sel ect the connection nethod for the console serial |ine OPAO.

#

Hm e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo
#set COML alias = OPAO line = "COML: "

#set COML alias = OPAO port = 10003

#set COML alias = OPAO port = 10003 application = "opa0. ht"
set COML alias = OPAO port = 10003 application = "putty -load OPAO -P 10003"
#set COML alias = OPAO port = 10003 application = "c:\kea\user\opa0O.ktc"

# ... fallback to | egacy node ...

#l oad physical _serial _|ine OPAO |ine="COML:"

#l oad virtual _serial _|ine OPAO port=10003

#l oad virtual _serial _|ine OPAO port=10003 application="opa0. ht"

#l oad virtual _serial _|ine OPAO port=10003 application="putty -load OPAQ"

#l oad virtual _serial _|ine OPAO port=10003 application="c:\kea\user\opa0. ktc"
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#
# Uncoment to allow 'F6'

to termnate the running enmulator. C osing console

# satellite application may al so be used for that.

#set OPAO stop_on = "F6"

#set OPAO stop_on = "Application”
#set OPAO stop_on = "F6, Application”

#
# Sel ect connection for the serial |ine TTAO.
#

#set COMR alias = TTAO line = "COWwR:"

#set COMR alias = TTAO port = 10000

#set COMR alias = TTAO port = 10000 application = "tta0. ht"

#set COMR alias = TTAO port = 10000 application = "putty -load TTAO -P 10000"
#set COMR alias = TTAO port = 10000 application = "c:\kea\user\tta0. ktc"

# ... fallback to | egacy node ...
#l oad physical _serial _Iine TTAO |ine="COM:"

#l oad virtual _serial _|line
#l oad virtual _serial _Iline

TTAO port=10000
TTAO port=10000 application="tta0.ht"

#l oad virtual _serial _line TTAO port=10000 application="putty -load TTAO"

#l oad virtual _serial _line TTAO port=10000 application="c:\kea\user\tta0. ktc"
#

# If TTAO is loaded in | egacy node, attach it to the secondary serial |ine

# control l er COMR.

#

# ATTENTION: Only when TTAO (COMR) is in | egacy node! Keep the line comented
# out ot herwi sel

#

He o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo

#set COMR line = TTAO

H

H* # #*

I nprove granularity of enulated AXP tinmer.

#l oad DE500BA EWA interface = EWAO
#l oad packet _port EWAO interface = "(disabled)"

m

H

#

# Attach the EWA to the host's NIC

#
2
#set EWAO interface = "connection: <connecti on- name>"

#

# The Al phaServer 800 contains built-in PCl SCSI adapter called PKA within

# the configuration file.

#

Ho o o m oo e e e e o e e e e e e e e e e e e e e e e e e eeeee oo
#
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# Uncomment to connect the enulator's DKAO to the disk imge.

#set PKA container[0] = "<fil e-nanme>. vdi sk"

#
# Uncomment to connect the enul ator's DKALOO to a host disk drive.
#

#set PKA contai ner[100] ="\\.\ Physi cal Dri ve0"
#set PKA contai ner[100] ="\\.\ Physi cal Dri ve<N>"

#
# Uncomment to connect the enulator's DKA300 to the host's CD/ DVD- ROM dri ve.
#

#set PKA contai ner[300] ="\\.\ CdRonD"
#set PKA contai ner[300] ="\\.\ CdRonxkN>"

m
#

#
# Uncoment to connect the ermulator's DKA400 to an .1SOfile (CD/DVD i mage).

#set PKA container[400] = "<fil e-nanme>.iso"

i

Uncomment to connect the enulator's MKA500 to the host's SCSI tape drive.

H* # H®

#set PKA contai ner[500] ="\\.\ TapeO"
#set PKA contai ner[500] ="\\.\ Tape<N>"

e

#

# Uncomment to connect the ermulator's MKA600 to a . VTAPE file (tape image).

#

Hm m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e
#set PKA container[600] = "<file-nane>. vtape"

#

# Uncoment to connect the ermulator's DKA600O to host's 3.5" FDD. Unconment

# the next line for the FDD to appear as DEC RX23 (otherwi se it appears as

# DEC RX26).

#

# Either "A'" or "B:" may be used in container specification.

#
2

#set PKA container[600] ="\\.\A"
#set PKA medi a_t ype[ 600] =" RX23"

#
H

#
# Uncomment to enable emul ati on of secondary DEC-KZPBA SCSI controller (PKB).
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#set PKB container[0] = "<file-nanme>. vdi sk"

m

H

#
# Unconment

to connect the enulator's DKB100 to a host disk drive.

#set PKB contai ner[100] ="\\.\ Physi cal Dri ve0"
#set PKB contai ner[100] ="\\.\ Physi cal Dri ve<N>"

m

#

#
# Unconment

to connect the emulator's DKB300 to the host's CD/DVD- ROM dri ve.

#set PKB contai ner[300] ="\\.\ CdRonD"
#set PKB contai ner[ 300] ="\ \.\ CdRonkN>"

i

#

# Uncomment to connect the enulator's DKB400 to an .1SO file (CD/ DVD i mage).
#

He o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
#set PKB container[400] = "<fil e-nanme>.iso"

to connect the emulator's MKB500 to the host's SCSI tape drive.

#set PKB contai ner[500] ="\\.\ Tape0O"
#set PKB contai ner[500] ="\\.\ Tape<N>"

#

# Uncoment to connect the enulator's MKB600 to a .VTAPE file (tape inage).

#

Ho o ot e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e ee s
#set PKB container[600] = "<fil e-nanme>. vtape"

#

# Uncomment to connect the enmulator's DKB600 to host's 3.5" FDD. Unconment

# the next line for the FDD to appear as DEC RX23 (otherwi se it appears as

# DEC RX26) .

#

# Either "A:" or "B:" may be used in container specification.

#

Ho o o m oo e e e e o e e e e e e e e e e e e e e e e e e eeeee oo

#set PKB container[ 600] ="\\.\ A"
#set PKB nedi a_t ype[ 600] =" RX23"

t

Uncoment

* #H H®

to enabl e emul ati on of DEC- KGPSA- CA PCl FC Adapter.

#l oad KGPSA FGA

m

H

#
# Unconmment

to connect the enulator's $1$DGAO to the di sk image.

#set FGA container[0] = "<file-nanme>. vdi sk"

n

H

#
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# Uncomment to connect the enmulator's $1$DGA100 to a host disk drive.

#set FGA container[100] = "\\.\Physical Dri ve<N>"

#l oad KGPSA FGB

m
H

#
# Uncomment to enable PCl Pass Through access to physical EMJILEX LP FC HBA,
# use two adapters to provide nmultipath with failover.

#set FGA host _bus_location = "PCl bus X, device Y, function Z"
#set FGB host_bus_l ocation = "PCl bus A, device B, function C'

# this is the end of the configuration file ######HHHABBHHHHATHHHHHHEHHHHHHE
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HP AlphaServer 4000 configuration file

#

# Copyright (C 1999-2018 STROVASYS

# Al rights reserved.

#

# The software contained on this nedia is proprietary to and enbodi es

# the confidential technol ogy of STROVASYS. Possession, use, duplication,
# or dissemination of the software and nmedia is authorized only pursuant
#to avalid witten license from STROVASYS.

#

#

# Sanple configuration file for Al phaServer 4000 machi nes.

#

Hm m o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me—
set session hw_nodel = Al phaServer_4000

#
# Choose a name for the instance, if needed, to differentiate it anobng other
# instances running on the sanme host.

#

i ncl ude configuration_nane.icfg

#

# Use the followi ng conmands to disable the rotating LOG files and enabl e
# a single LOG file. Select either append or overwite (for each time the
# instance starts) and specify desired log path and file nane.

set session | og_nethod = append
#set session log _nethod = overwite

#set session |og = Al phaServer_4000.

| og

the process's CPU affinity to the

one specified.

#
# Overrides system assigned process's CPU affinity. The session changes
#
#

#set session affinity="0, 1, 2, 3"

The 'n_of _io_cpus' option overrides nunber of host CPU cores reserved for
I1/O processing. If omtted the session reserves 33% of avail able host CPU
cores for 1/0O processing. Note that total anpunt of available host CPU
cores is determ ned based on process's CPU affinity.

HHOHH R HH R

#set session n_of _io_cpus=1
#set session n_of _i o_cpus=2
#set session n_of _io_cpus=...

#
# Al phaServer 4000 5/300

#set ace cpu_architecture = EV5
#set rom dsrdb[ 0] = 1450 system nanme = "Al phaServer 4000 5/300"

#
#
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#
# Al phaServer 4000 5/400

set ace cpu_architecture = EV56
set romdsrdb[ 0] = 1454 system nane = "Al phaServer 4000 5/400"

i

The 'n_of _cpus' option reduces nunber of enulated Al pha CPUs in the
configuration.

H*H H H

#set session n_of _cpus=1

e

Qverride default System Serial Nunber.

H* HH

#set rom system serial _nunber = SN01234567

H
#

#
# Specify size of RAM from 256MB up to 32768MB (32GB) in 256MB extents.

#set ram si ze=256
#set ram si ze=512
#set ram si ze=1024
#set ram si ze=4096
#set ram si ze=32768

Uncomment to allow the SRM consol e environnment be preserved across
ermul ator restarts.

#set rom cont ai ner =" Al phaServer_4000. bi n"

Uncomment to all ow saving CMOS NVRAM content, so that to preserve
Time & Date information.

#set toy container="Al phaServer_4000. dat"

m
H

#
# Sel ect the connection nethod for the console serial |ine OPAO.

#set COML alias = OPAO |line = "COML: "

#set COML alias = OPAO port = 10003

#set COML alias = OPAO port = 10003 application = "opa0. ht"

set COML alias = OPAO port = 10003 application = "putty -load OPAO -P 10003"
#set COML alias = OPAO port = 10003 application = "c:\kea\user\opa0O.ktc"

# ... fallback to | egacy node ...

#l oad physical _serial _|ine OPAO |ine="COML:"

#l oad virtual _serial _|ine OPAO port=10003

#l oad virtual _serial _|ine OPAO port=10003 application="opa0. ht"

#l oad virtual _serial _|ine OPAO port=10003 application="putty -load OPAQ"

#l oad virtual _serial _|ine OPAO port=10003 application="c:\kea\user\opa0. ktc"
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#

# Uncomment to allow 'F6' to terminate the running enmulator. C osing console

# satellite application may al so be used for that.

#set OPAO stop_on = "F6"
#set OPAO stop_on = "Application”
#set OPAO stop_on = "F6, Application”

#
# Sel ect connection for the serial |ine TTAO.
#

#set COMR alias = TTAO line = "COw:"

#set COMR alias = TTAO port = 10000

#set COMR alias = TTAO port = 10000 application
#set COMR alias = TTAO port = 10000 application
#set COMR alias = TTAO port = 10000 application

"ttal. ht"
"putty -load TTAO -P 10000"
"c:\kea\user\ttaO. ktc"

#
# I mprove granularity of enulated AXP tiner.
#

#set eisa clock_period = 1000

m

H

#

# Load optional DE500BA PCI Ethernet Adapter (EWA).

#|l oad DE500BA EWA interface = EWAO
#l oad packet _port EWAO interface = "(disabled)"

mn

H

#

# Attach the EWA to the host's N C.

#
S
#set EWAO interface = "connection: <connecti on- nane>"

#
# Load anot her optional DE500BA PCl Ethernet Adapter (EWB).
#

#|l oad DES500BA EWB interface = EWBO
#l oad packet _port EWBO interface = "(disabled)"

#set EWBO interface = "connection: <connecti on- name>"

m

#

#

# Load another optional DE500BA PCl Ethernet Adapter (EWC).

#l oad DES500BA EWC interface = EWCO
#l oad packet _port EWX0 interface = "(disabled)"

i

H*+ F#*

Attach the EWC to the host's NI C
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#

Ho o o ot m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo
#set EWCO interface = "connection: <connecti on- name>"

#

# The Al phaServer 4000 contains built-in PCl SCSI adapter, called PKA within
# the configuration file.

#

He o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
#

ner[0] = "<file-nane>. vdi sk"

#set PKA contai
#set PKA contai

connect the emulator's DKAL100 to a host disk drive.

ner[ 100] ="\\ .\ Physi cal Dri ve0"
ner[ 100] ="\\ .\ Physi cal Dri ve<N>"

m

H

#
# Uncomment to

#set PKA cont ai
#set PKA cont ai

connect the enmulator's DKA300 to the host's CD/DVD-ROM dri ve.

ner [ 300] ="\\ .\ CdRonD"
ner [ 300] ="\\ .\ CdRonkN>"

H

Uncoment to

H* o #

connect the emulator's DKA400 to an .1SO file (CD/ DVD inmage).

ner[400] = "<file-nane>.iso"

#set PKA contai
#set PKA contai

connect the emulator's MKA500 to the host's SCSI tape drive.

ner [ 500] ="\\.\ TapeO"
ner [ 500] ="\\ .\ Tape<N>"

Uncoment to

H* O H A

connect the emulator's MKA600 to a . VTAPE file (tape inage).

ner[ 600] = "<fil e-nane>. vtape"

#

# Uncomment to connect the ermulator's DKA600 to host's 3.5" FDD. Unconment

# the next line for the FDD to appear as DEC RX23 (otherwi se it appears as

# DEC RX26) .

#

# Either "A'" or "B:" may be used in container specification.

#

He o m et m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ea o=

#set PKA cont ai

#set PKA nedi a_

.

ner[ 600] ="\\.\ A"
t ype[ 600] =" RX23"

i

7

#
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# Uncomment to enable emul ati on of DEC- KGPSA- CA PCl FC Adapter.

#set FGA container[0] = "<file-nanme>. vdi sk"

m
H

#
# Uncoment to connect the enulator's $1$DGA100 to a host disk drive.

#set FGA container[100] = "\\.\Physical Dri ve<N>"

#
H

#
# Uncoment to enable emul ati on of secondary DEC KGPSA-CA PCl FC Adapter.

#l oad KGPSA FGB

t

Uncomment to enable PCl Pass Through access to physical EMIULEX LP FC HBA,
use two adapters to provide nultipath with fail over.

H* H HH

#set FGA host_bus_l ocation = "PCl bus X, device Y, function zZ"
#set FCGB host_bus_l ocation = "PCl bus A, device B, function C'

# this is the end of the configuration file HHHHHHHHHHHHHHHHHHHHHHHHHHHHIHHHH
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HP AlphaServer DS20 configuration file

#

# Copyright (C 1999-2018 STROVASYS

# Al rights reserved.

#

# The software contained on this nedia is proprietary to and enbodi es

# the confidential technol ogy of STROVASYS. Possession, use, duplication,
# or dissemination of the software and nmedia is authorized only pursuant
#to avalid witten license from STROVASYS.

#

#

# Sanple configuration file for A phaServer DS20 machi nes.

#

Hm m o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me—
set session hw_nodel = Al phaServer_DS20

#
# Choose a name for the instance, if needed, to differentiate it anobng other
# instances running on the sanme host.

#

i ncl ude configuration_nane.icfg

#

# Use the followi ng conmands to disable the rotating LOG files and enabl e
# a single LOG file. Select either append or overwite (for each time the
# instance starts) and specify desired log path and file nane.

set session | og_nethod = append
#set session log _nethod = overwite

#set session |og = Al phaServer_DS20.

| og

the process's CPU affinity to the

one specified.

#
# Overrides system assigned process's CPU affinity. The session changes
#
#

#set session affinity="0, 1, 2, 3"

The 'n_of _io_cpus' option overrides nunber of host CPU cores reserved for
I1/O processing. If omtted the session reserves 33% of avail able host CPU
cores for 1/0O processing. Note that total anpunt of available host CPU
cores is determ ned based on process's CPU affinity.

HHOHH R HH R

#set session n_of _io_cpus=1
#set session n_of _i o_cpus=2
#set session n_of _io_cpus=...

#
# Al phaServer DS20 6/500

#set ace cpu_architecture = EV6
#set romdsrdb[ 0] = 1920 system nanme = "Al phaServer DS20 6/500"

#
#
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#
# Al phaServer DS20E 67/ 667

set ace cpu_architecture = EV67
set romdsrdb[0] = 1940 system nane = "Al phaServer DS20E 67/667"

i

The 'n_of _cpus' option reduces nunber of enulated Al pha CPUs in the
configuration.

H*H H H

#set session n_of _cpus=1

e

Qverride default System Serial Nunber.

H* HH

#set rom system serial _nunber = SN01234567

H
#

#
# Specify size of RAM from 256MB up to 32768MB (32GB) in 256MB extents.

#set ram si ze=256
#set ram si ze=512
#set ram si ze=1024
#set ram si ze=4096
#set ram si ze=32768

Uncomment to allow the virtual SRM consol e environment be preserved across
ermul ator restarts.

#set rom contai ner =" Al phaServer _DS20. bi n"

Uncomment to all ow saving CMOS NVRAM content, so that to preserve
Time & Date information.

#set toy container="Al phaServer_DS20. dat"

m
H

#
# Sel ect the connection nethod for the console serial |ine OPAO.

#set COML alias = OPAO |line = "COML: "

#set COML alias = OPAO port = 10003

#set COML alias = OPAO port = 10003 application = "opa0. ht"

set COML alias = OPAO port = 10003 application = "putty -load OPAO -P 10003"
#set COML alias = OPAO port = 10003 application = "c:\kea\user\opa0O.ktc"

# ... fallback to | egacy node ...

#l oad physical _serial _|ine OPAO |ine="COML:"

#l oad virtual _serial _|ine OPAO port=10003

#l oad virtual _serial _|ine OPAO port=10003 application="opa0. ht"

#l oad virtual _serial _|ine OPAO port=10003 application="putty -load OPAQ"

#l oad virtual _serial _|ine OPAO port=10003 application="c:\kea\user\opa0. ktc"
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#

# Uncoment to allow'
# satellite application may al so be used for that.

F6' to terminate the running enulator. C osing console

#set OPAO stop_on = "F6"
#set OPAO stop_on = "Application”
#set OPAO stop_on = "F6, Application”

#
# Sel ect connection for the serial |ine TTAO.
#

#set COMR alias = TTAO line = "COw:"

#set COMR alias = TTAO port = 10000

#set COMR alias = TTAO port = 10000 application
#set COMR alias = TTAO port = 10000 application
#set COMR alias = TTAO port = 10000 application

"ttal. ht"
"putty -load TTAO -P 10000"
"c:\kea\user\ttaO. ktc"

#
# I mprove granularity
#

of enul ated AXP tiner.

He e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
#set isa clock_period = 1000

#

# Uncoment to connect the enulator's DQAO to host's ATAPI CD/ DVD- ROM dri ve.
#
2

#set ide container="\\.\CdRonD"

n

H

#

# Load optional DES00BA PCl Ethernet Adapter (EWA).

#1 oad DE500BA EWA interface = EWAO
#l oad packet_port EWAO interface = "(disabled)"

i

* # H®

#set EWAO interface =

Attach the EWA to the host's NI C

"connect i on: <connecti on- name>"

m

H

#

# Load anot her optional

#|l oad DE500BA EWB interface = EWBO
#l oad packet _port EWB0O interface = "(disabled)"

DE500BA PCl Et hernet Adapter (EWB).

m

#

#

# Attach the EWB to the host's N C.

"connecti on: <connecti on- nane>"
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# Load anot her optional DES500BA PCl Et hernet Adapter

#l oad DES500BA EWC interface = EWCO
#l oad packet_port EWX0 interface = "(disabled)"

(EVC) .

i

#

# Attach the EWNC to the host's NI C

#

He e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
#set EWD0 interface = "connection: <connecti on- nane>"

#

# The Al phaServer DS20 contains two built-in PClI SCSI adapters called PKA and
# PKB within the configuration file.

#

Hm m o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me—
#

# Uncomment to connect the ermulator's DKAO to the disk image.

#

Hm o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo
#set PKA container[0] = "<file-nanme>. vdi sk"

#

# Uncoment to connect the enulator's DKALOO to a host disk drive.

#

He o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo

#set PKA contai ner[100]
#set PKA contai ner[100]

"\\.\ Physi cal Dri veO"
"\\.\ Physi cal Dri ve<N>"

H

Uncoment to connect the enulator's DKA300 to the

H* #* H#*

#set PKA container[300] = "\\.\CdRonD"
#set PKA container[300] = "\\.\CdRonkN>"

host's CD/ DVD- ROM dri ve.

t

#

# Uncomment to connect the enulator's DKA400 to an .1SO file (CD/ DVD i mage).
#

He e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
#set PKA container[400] = "<file-nane>.iso"

#

# Uncoment to connect the enmulator's MKA500 to the

#set PKA container[500] = "\\.\TapeO"
#set PKA container[500] = "\\.\Tape<N>"

host's SCSI tape drive.

mn

H

#

# Uncoment to connect the enulator's MKA6O0 to a . VTAPE file (tape inage).

#set PKA container[600] = "<fil e-nane>. vtape"

.

HH*

# Uncoment to connect the emul ator's DKA600 to host

's 3.5" FDD. Uncomment

# the next line for the FDD to appear as DEC RX23 (otherwi se it appears as

# DEC RX26).

© Stromasys, 2019

353/390



Document number: 60-16-035-002

#

# Either "A'" or "B:" may be used in container specification.

#
S
#set PKA container[600] = "\\.\A"

#set PKA nedi a_type[ 600] = "RX23"

i

Uncoment to

H* # H®

connect the ermulator's DKBO to the disk inmage.

ner[0] = "<file-nane>. vdi sk"

#set PKB cont ai
#set PKB contai

m

connect the emulator's DKB100 to a host disk drive.

ner[100] =
ner[100] =

"\\.\ Physi cal Dri ve0"
"\\ .\ Physi cal Dri ve<N>"

#

#
# Uncomment to

#set PKB cont ai
#set PKB cont ai

connect the enmulator's DKB300 to the

"\\.\ CdRonD"
"\\.\ CdRonmkN>"

ner[300] =
ner[300] =

host's CD/ DVD- ROM dri ve.

H

Uncoment to

H* # #*

#set PKB cont ai

connect the emulator's DKB400 to an .

ner[400] = "<file-nane>.iso"

1SO file (CD/ DVD image).

e

#

# Uncormment to connect the ermulator's MKB500 to the host's SCSI tape drive.

#

Hm m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e
#set PKB contai ner[500] = "\\.\TapeO"

#set PKB contai ner[500] = "\\.\Tape<N>"

#

# Uncoment to connect the ermulator's MKB600 to a . VTAPE file (tape image).

#
2
#set PKB container[600] = "<fil e-nanme>. vtape"

#

# Uncomment to connect the enulator's DKB600 to host's 3.5" FDD. Unconment

# the next line for the FDD to appear as DEC RX23 (otherwi se it appears as

# DEC RX26) .

#

# Either "A:" or "B:" may be used in container specification.

#
S
#set PKB container[600] = "\\.\A"

#set PKB nedi a_type[ 600] = "RX23"

.

i

7

#
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# Uncomment to enable emul ati on of DEC- KGPSA- CA PCl FC Adapter.

#set FGA container[0] = "<file-nanme>. vdi sk"

m
H

#
# Uncoment to connect the enulator's $1$DGA100 to a host disk drive.

#set FGA container[100] = "\\.\Physical Dri ve<N>"

#
H

#
# Uncoment to enable emul ati on of secondary DEC KGPSA-CA PCl FC Adapter.

#l oad KGPSA FGB

t

Uncomment to enable PCl Pass Through access to physical EMIULEX LP FC HBA,
use two adapters to provide nultipath with fail over.

H* H HH

#set FGA host_bus_l ocation = "PCl bus X, device Y, function zZ"
#set FCGB host_bus_l ocation = "PCl bus A, device B, function C'

# this is the end of the configuration file HHHHHHHHHHHHHHHHHHHHHHHHHHHHIHHHH
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HP AlphaServer ES40 configuration file

#

# Copyright (C 1999-2018 STROVASYS

# Al rights reserved.

#

# The software contained on this nedia is proprietary to and enbodi es

# the confidential technol ogy of STROVASYS. Possession, use, duplication,
# or dissemination of the software and nmedia is authorized only pursuant
#to avalid witten license from STROVASYS.

#

#

# Sanple configuration file for Al phaServer ES40 machi nes.

#

Hm m o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me—
set session hw_nodel = Al phaServer_ES40

#
# Choose a name for the instance, if needed, to differentiate it anobng other
# instances running on the sanme host.

#

i ncl ude configuration_nane.icfg

#

# Use the followi ng conmands to disable the rotating LOG files and enabl e
# a single LOG file. Select either append or overwite (for each time the
# instance starts) and specify desired log path and file nane.

set session | og_nethod = append
#set session log _nethod = overwite
#set session |og = Al phaServer_ES40.1 og

#
# Overrides system assigned process's CPU affinity. The session changes
# the process's CPU affinity to the one specified.

#

#set session affinity="0, 1, 2, 3"

The 'n_of _io_cpus' option overrides nunber of host CPU cores reserved for
I1/O processing. If omtted the session reserves 33% of avail able host CPU
cores for 1/0O processing. Note that total anpunt of available host CPU
cores is determ ned based on process's CPU affinity.

HHOHH R HH R

#set session n_of _io_cpus=1
#set session n_of _i o_cpus=2
#set session n_of _io_cpus=...

#
# Al phaServer ES40 6/500

#set ace cpu_architecture = EV6
#set romdsrdb[ 0] = 1816 system nanme = "Al phaServer ES40 6/500"
#set romversion[1l] = 1.98-4 version[2] = 1.92-5
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Al phaServer ES40 6/ 667

* H H H

set ace cpu_architecture = EV67
set romdsrdb[0] = 1820 system nane = "Al phaServer ES40 6/ 667"

i

The 'n_of _cpus' option reduces nunber of enulated Al pha CPUs in the
configuration.

H* H HH

#set session n_of _cpus=1
#set session n_of _cpus=2
#set session n_of _cpus=3

F

Override default System Serial Nunber.

* #H H

#set rom system serial _nunber = SN01234567

#
# Specify size of RAM from 256MB up to 32768MB (32GB) in 256MB extents.
#

#set ram si ze=256
#set ram si ze=512
#set ram si ze=1024
#set ram si ze=4096
#set ram si ze=32768

# Uncomment to allow the SRM consol e envi ronment be preserved across
# enul ator restarts.

#set rom contai ner="cl i pper.bin"

i

Uncomment to all ow saving CMOS NVRAM content, so that to preserve
Time & Date information.

H*H H HH

#set toy container="clipper.dat"

e

#

# Sel ect the connection nethod for the console serial |ine OPAO.

#

Hm o m m e e e e e e e e e e o e e e e e e e e e e e e e e e e e e e e em e mmmee oo
#set COML alias = OPAO line = "COML: "

#set COML alias = OPAO port = 10003

#set COML alias = OPAO port 10003 application = "opa0. ht"
set COML alias = OPAO port = 10003 application = "putty -load OPAO -P 10003"
#set COML alias = OPAO port = 10003 application = "c:\kea\user\opa0.ktc"

# ... fallback to | egacy node ...
#l oad physical _serial _|ine OPAO |ine="COML:"
#l oad virtual _serial _|ine OPAO port=10003
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#l oad virtual _serial _Iine OPAO port=10003 application="opa0. ht"
#l oad virtual _serial _|ine OPAO port=10003 application="putty -1oad OPAQ"
#l oad virtual _serial _|line OPAO port=10003 application="c:\kea\user\opa0. ktc"

# Uncomment to allow 'F6' to termnate the running enmulator. d osing console
# satellite application may al so be used for that.

#set OPAO stop_on = "F6"
#set OPAO stop_on = "Application”
#set OPAO stop_on = "F6, Application"

m

H

#
# Sel ect connection for the serial line TTAO.

#set COMR alias = TTAO line = "COMR:"

#set COMR ali as TTAO port = 10000

#set COMR al i as TTAO port = 10000 application = "tta0. ht"

#set COMR al i as TTAO port = 10000 application = "putty -load TTAO -P 10000"
#set COMR ali as TTAO port = 10000 application = "c:\kea\user\ttaO. ktc"

# I mprove granularity of enulated AXP tiner.

t

CD/ DVD- ROM dri ve.

H H H
[
>
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#set ide container="\\.\CdRonD"

m

H

#
# Load optional DE500BA PCI Ethernet Adapter (EWA).

#|l oad DE500BA EWA interface = EWAO
#l oad packet _port EWAO interface = "(disabled)"

m

#

#

# Attach the EWA to the host's N C.

#
S
#set EWAO interface = "connection: <connecti on- nane>"

#
# Load anot her optional DE500BA PCl Ethernet Adapter (EWB).
#

#| oad DE5S00BA EWB i nterface = EVBO
#l oad packet _port EWB0 interface = "(disabled)"

e

#

# Attach the EWB to the host's NI C

#

Hm o m m e e e e e e e e e e o e e e e e e e e e e e e e e e e e e e e em e mmmee oo
#set EWBO interface = "connection: <connecti on- name>"
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#

#
# Load anot her

optional DES500BA PCl Ethernet Adapter (EWC).

#l oad DE500BA EWC interface = EWCO
#|l oad packet _port EWCO interface = "(disabled)"

i

#

# Attach the EWC to the host's N C.

#

He o o m s e e e e e e e o e e e e e e e e e e e e e e e e e e e em e
#set EWCO interface = "connection: <connecti on- name>"

#
# Unconmment to
#

enabl e emul ati on of DEC KZPBA SCSI controller.

#l oad KZPBA PKA scsi_id =7

m

#

#
# Uncomment to

#set PKA cont ai

connect the emulator's DKAO to the disk inmage.

ner[0] = "<file-nane>. vdi sk"

i

Uncoment to

H* # H®

#set PKA contai
#set PKA contai

connect the enmul ator's DKA100O to a host disk drive.

ner[100] ="\\ .\ Physi cal Dri ve0"
ner[100] ="\\.\ Physi cal Dri ve<N>"

e

Uncoment to

* H#HH

#set PKA contai
#set PKA contai

connect the emulator's DKA300 to the host's CD/DVD-ROM dri ve.

ner [ 300] ="\\ . \ CdRonD"
ner [ 300] ="\\ . \ CdRonkN>"

Uncoment to

H* H B H

#set PKA cont ai

connect the emulator's DKA400 to an .1SO file (CD/ DVD inage).

ner[400] = "<file-nane>.iso"

H

Uncoment to

H* # #*

#set PKA cont ai
#set PKA cont ai

connect the emulator's MKA500 to the host's SCSI tape drive.

ner [ 500] ="\\.\ TapeQ"
ner [ 500] ="\ \.\ Tape<N>"

t

Uncoment to

* #H H

#set PKA contai
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#

# Uncomment to connect the enmulator's DKA600 to host's 3.5" FDD. Uncomment

# the next line for the FDD to appear as DEC RX23 (otherwi se it appears as

# DEC RX26).

#

# Either "A'" or "B:" may be used in container specification.

#

He o m e e o o e e e e e e e e e e e e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e emmea— -

#set PKA container[600] ="\\.\ A"
#set PKA nedi a_t ype[ 600] =" RX23"

#
H

#
# Uncomment to enable emul ati on of DEC- KGPSA- CA PCl FC Adapter.

#set FGA container[0] = "<file-nanme>. vdi sk"

H
i

#
# Uncoment to connect the enulator's $1$DGA100 to a host disk drive.

#set FGA container[100] = "\\.\Physical Dri ve<N>"

#l oad KGPSA FGB

F

Uncomment to enable PCl Pass Through access to physical EMIULEX LP FC HBA,
use two adapters to provide nultipath with failover.

* H HH

#set FGA host_bus_l ocation = "PCl bus X, device Y, function zZ"
#set FGB host_bus_l ocation = "PCl bus A, device B, function C'

# this is the end of the configuration file ########HHHHHHHHHHHHHHHHHHHHHT
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HP AlphaServer GS80 configuration file

#

# Copyright (C 1999-2018 STROVASYS

# Al rights reserved.

#

# The software contained on this nedia is proprietary to and enbodi es

# the confidential technol ogy of STROVASYS. Possession, use, duplication,
# or dissemination of the software and nmedia is authorized only pursuant
#to avalid witten license from STROVASYS.

#

#

# Sanple configuration file for Al phaServer GS80 machi nes.

#

Hm m o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me—
set session hw_nodel = Al phaServer_GS80

#
# Choose a name for the instance, if needed, to differentiate it anobng other
# instances running on the sanme host.

#

i ncl ude configuration_nane.icfg

#

# Use the followi ng conmands to disable the rotating LOG files and enabl e
# a single LOG file. Select either append or overwite (for each time the
# instance starts) and specify desired log path and file nane.

set session | og_nethod = append
#set session log _nethod = overwite
#set session |og = Al phaServer_GS80. | og

#
# Overrides system assigned process's CPU affinity. The session changes
# the process's CPU affinity to the one specified.

#

#set session affinity="0, 1, 2, 3"

The 'n_of _io_cpus' option overrides nunber of host CPU cores reserved for
I1/O processing. If omtted the session reserves 33% of avail able host CPU
cores for 1/0O processing. Note that total anpunt of available host CPU
cores is determ ned based on process's CPU affinity.

HHOHH R HH R

#set session n_of _io_cpus=1
#set session n_of _i o_cpus=2
#set session n_of _io_cpus=...

#
# Al phaServer GS80 67/728

set ace cpu_architecture = EV67
set romdsrdb[0] = 1967 system nane = "Al phaServer GS80 67/ 728"

#
#
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#

# "Turn" it into 8 CPU capabl e Al phaServer GS1280. Make sure to has even

# nunber of CPUs (2, 4, 6, ... 8). This is to reflect that fact that on real
# MARVELL platform CPUs are plugged in pairs (dual-cpu boards).

#

He o m e e e e e e e e e e e e e e e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e eemmea— o

#set ace cpu_architecture = EV67
#set rom system name = "Al phaServer GS1280"
#set rom dsrdb[ 0] = 2038 dsrdb[4] = 3050 dsrdb[11] = 1300 dsrdb[12] = 1300

The 'n_of _cpus' option reduces nunber of enulated Al pha CPUs in the
configuration.

#set session n_of _cpus=1
#set session n_of _cpus=2
#set session n_of _cpus=...
#set session n_of _cpus=7

#
# Override default System Serial Nunber.
#

#set rom system serial _nunmber = SN01234567

m
H

#
# Specify size of RAM from 256MB up to 65536MB (64GB) in 256MB extents.

#set ram si ze=256
#set ram size=512
#set ram si ze=1024
#set ram si ze=4096
#set ram si ze=65536

Uncomment to allow the SRM consol e environnment be preserved across
emul ator restarts.

H*+ B B HH

#set rom contai ner =" Al phaSer ver _GS80. bi n"

H

Uncomment to all ow saving CMOS NVRAM content, so that to preserve
Time & Date information.

H*H H HH

#

# Sel ect the connection nethod for the console serial |ine OPAO.

#

Hm m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e
#set COML alias = OPAO line = "COML: "

#set COML alias = OPAO port = 10003

#set COML alias = OPAO port 10003 application = "opa0. ht"
set COML alias = OPAO port = 10003 application = "putty -load OPAO -P 10003"
#set COML alias = OPAO port = 10003 application = "c:\kea\user\opa0.ktc"

# ... fallback to | egacy node ...
#l oad physical _serial _line OPAO |ine="COML:"
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#l oad virtual _serial _|ine OPAO port=10003

#l oad virtual _serial _|ine OPAO port=10003 application="opa0. ht"

#l oad virtual _serial _|ine OPAO port=10003 application="putty -load OPAQ"

#l oad virtual _serial _|ine OPAO port=10003 application="c:\kea\user\opa0. ktc"

# Uncomment to allow 'F6' to termnate the running enulator. d osing console
# satellite application may al so be used for that.

#set OPAO stop_on = "F6"
#set OPAO stop_on = "Application”
#set OPAO stop_on = "F6, Application"

#
# Sel ect connection for the serial line TTAO.
#

#set COMR alias = TTAO line = "COMR:"

#set COMR al i as TTAO port = 10000

#set COMR al i as TTAO port = 10000 application = "tta0. ht"

#set COMR ali as TTAO port = 10000 application = "putty -load TTAO -P 10000"
#set COMR ali as TTAO port = 10000 application = "c:\kea\user\ttaO. ktc"

# Inprove granularity of ermulated AXP timer.

#set isa clock_period = 1000

i

Uncomment to connect the enmulator's DQAO to host's ATAPI CD/ DVD- ROM dri ve.

* #H H®

#set ide container="\\.\CdRonD"

#l oad DE500BA EWA interface = EWAO
#l oad packet _port EWAO interface = "(disabled)"

m
#

#

# Attach the EWA to the host's N C.

#

e m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e eeeeee oo
#set EWAO interface = "connection: <connecti on- nane>"

#
# Load anot her optional DE500BA PCl Ethernet Adapter (EWB).
#

#| oad DE500BA EWB interface = EVBO
#l oad packet_port EWB0 interface = "(disabled)"

e

Attach the EWB to the host's N C.

* H R
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#set EWBO interface = "connection: <connecti on- name>"

m

H

#
# Load another optional DE5S00BA PCl Ethernet Adapter

#|l oad DE500BA EWC interface = EWCO
#l oad packet _port EWX0 interface = "(disabled)"

m

(EVO) .

#

#

# Attach the EWC to the host's N C.

#
S
#set EWCO interface = "connection: <connecti on- name>"

#

# The Al phaServer GS80 contains built-in PCl SCSI adapter, called PKA within
# the configuration file.

#

He e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e
#

# Uncomment to connect the enmulator's DKAO to the disk imge.

#

He o o m e e e e o e o e e o e e e e e e e e e e e e e e e e e e e e e e e e eemee o a
#set PKA container[0] = "<fil e-nanme>. vdi sk"

#
# Uncomment to connect the enulator's DKALOO to a host disk drive.
#

#set PKA contai ner[100] ="\\.\ Physi cal Dri ve0"
#set PKA contai ner[100] ="\\.\ Physi cal Dri ve<N>"

m

H

#
# Uncoment to connect the enulator's DKA300 to the

#set PKA contai ner[300] ="\\.\ CdRonD"
#set PKA contai ner[300] ="\\.\ CdRonkN>"

n

host's CD/ DVD- ROM dri ve.

#
# Uncomment to connect the enulator's DKA400 to an .
#

#set PKA container[400] = "<file-nane>.iso"

1SO file (CD/ DVD image).

#
# Uncomment to connect the emulator's MKAS00 to the
#

#set PKA contai ner[500] ="\\.\ TapeO"
#set PKA contai ner[500] ="\\.\ Tape<N>"

host's SCSI tape drive.

#

# Uncomment to connect the ermulator's MKAG600 to a . VTAPE file (tape inmage).

#

Hm e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo
#set PKA container[600] = "<file-nane>. vtape"

m

H
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#

# Uncoment to connect the enmulator's DKA600 to host's 3.5" FDD. Uncomment

# the next line for the FDD to appear as DEC RX23 (otherwi se it appears as

# DEC RX26).

#

# Either "A'" or "B:" may be used in container specification.

#

He o o m e e e e e e e e e e e e e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e ee i ea— -

#set PKA container[600] ="\\.\ A"
#set PKA nedi a_t ype[ 600] =" RX23"

H

Uncomment to enable emul ati on of DEC- KGPSA- CA PCl FC Adapter.

H*

Hm o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo
#set FGA container[0] = "<file-nanme>. vdi sk"

3

# Uncomrent to connect the emulator's $1$DGA100 to a host disk drive.
e
#set FGA container[100] = "\\.\Physical Dri ve<N>"

#l oad KGPSA FGB

e

Uncomment to enable PCl Pass Through access to physical EMIULEX LP FC HBA,
use two adapters to provide nultipath with failover.

H H HH

#set FGA host_bus_l ocation = "PCl bus X, device Y, function zZ"
#set FGB host_bus_l ocation = "PCl bus A, device B, function C'

# this is the end of the configuration file #######HBHHHHHHRHIHHHHHHIHHHHIHHHHT
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"configuration_name.icfg" configuration file

Copyright (C) 1999-2018 STROVASYS
Al'l rights reserved.

The software contained on this nedia is proprietary to and enbodi es
the confidential technol ogy of STROVASYS. Possession, use, duplication,
or dissem nation of the software and nmedia is authorized only pursuant
to avalid witten license from STROVASYS.

HOoHHHH R HHFHHR

#set session configuration_name = My_Virtual _Machine

# this is the end of the configuration file ####HHHBHEHHIHBHEIHEHR
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CHARON-AXP for Windows deinstallation

Deinstallation procedure

Perform a clean shutdown of the running guests, open the CHARON Virtual Machines Manager, stop all running CHARON-AXP Virtual Machines (VM)
and remove them.

In case of a complete deinstallation:

® Remove all the CHARON Virtual Machines.

® Using the "Network Control Center" utility that can be opened from the "CHARON Virtual Machines Manager", release all the network interfaces
back to the CHARON host.

® Remove any specific CHARON drivers installed manually (if any).

Open up the "Control Panel" and select "Uninstall a program™:

mvﬁ v Control Panel » = | 5 [ [ zeareh Cantrod Paned )

Adjust your computer’s settings View by:  Category =

System and Security
@ Feview your computer's status
Back up your computer
WAL
-

Find and fix problems | Appearance and Personalization

User Accounts
W Change account type

Cha nge the therme

Network and Internet

Change desktop backgreund
Wi network status and tasks 9 P grou

= :«ﬂ_l.l-;.f screen resclution
Choose homegroup and shanng opticns

Hardware and Sound Clock, Language, and Region

]
-
View devices and printers - Change keyboards or other input methods
Add a device =
kg

r . Ease of Access
PFDQ rams Let Windows suggest settings
Uninstall 2 program = Optimize visual display

Get programs

In the list of applications, double click on "CHARON Products":

| =)

@Dv@ v Contral Paned » Programs » Programs and Features - |-F,- || Search Pregroms and Features p'

Control Pane Home .
Uninstall or change a program

WView installed updates To wninstall a program, select it from the list amd then click Uninstall, Change, or Repair.
5 Turn Windows features on or

gt Organize =  Uninstall/Change =L

Inztall a program fram the =

netwaork Narne Publisher Installed On  Size Version =
7 Microseft Visusl C+ « 2008 Redistibutab,.. Microsoft Corporation  16.10.2015 MIKE 90307
£ CHAROM Products 16.10.2005
E.ﬂudnbz Reader 51 (11.0.13) - Russian Adobe Systems Incor... 1510.20015 190 KB 11.043
Eﬁlq.rpecli-:lclu Call Microsoft Corporation  15.10.2005 130MB 750508
& TeamViewer 10 Team\iewer 14.20.2005 100474 -
4 m |3

6
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In the appearing CHARON installation dialog, select "Remove components or products” and press the "Next" button:

7~ CHAROMN Installation Wizard - Installation Mode

-~ Installation ophions

stromasys

shgineered solutinns

" Irestall zome abzent components o new products

% Remove components o products

™ Repair components o products

CHARON

I Mest > I Cancel |

=

In the following dialog, select the CHARON product to be removed (or changed). Check "Select all the products"” for deinstallation (or changing) of all
installed CHARON products. Do not select "Display components page" unless you need to remove just some components of the CHARON product.

Press the "Next" button:
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» CHAROMN Installation 'Wizard - Products

Available Products
Product Name pemim
@) 11025 || ceamnote e

e e e e e
CHARON : '

[ select all products [ Display components page

If there are some CHARON Virtual Machines that use this particular version of CHARON the following error message will be displayed:

InstallShell

The CHARON-AXP Version 4.9, Build 19401 is in use by the
following Virtual Machines:
hiy_ES40

which may depend on CHARON -AXP Version 4.9, Build 19401
or some of its components.

Please, remove these Virtual Machines before you <an
proceed with produc uninstallation

In this case, open the "CHARON Virtual Machines Manager", select the CHARON Machine(s) listed above and either press the "Remove VM" button or
open the VM configuration tab and set this virtual machine to use another Charon version if more than one version is installed:
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o My _ES40 - CHARON VM Manager

WM Control | VM Configuration | Host Information & Utilities |

CHAROM Virusl Machine Staluz Stopped
E-EL KIRILL (this host) Date: | Message|D: | Message test 7S
- 20180530 15.:31:17 (0D0D3AE  session: ... done loading builin configuration “SlphaServer_ES40"

2018:05-20 15:31:17 00000347 session: loading service configuration "My _ES40",.

201805-30 15:31:17 00000348 segsion ... done loading service configuation "My_ES40"

201805-30 15:31:17 00000348 session loading configuration file "C \Progiam Fles\CHARDOM\Vitual Machines\My_ES 404240 cfg”.
201805-30 153117 00000344 The previous message has been iepeated 2 limes.

201805-30 153117 000003AB seggion ... done loading configuration file “configuration_name. icig™

2018-05-30 15:31:17  000003AR The previous message has been repeated 2 bmes.,

201805-30 15:31:17 00000328 Start request received.

201805-3015:31:17  000003AC  session: process affinity iz 00000000000000FF, system affinity is 00000000000000FF
201806-3015:31:17 00000301 session |40 domain affinity is 0000000000000003, CPU domain affinity is 00000000000000FC
2018-05-3015:31:17 00000240 Checking the avalable icense key 1422726238,

201805:3015:31:17  000D0Z4D  The previous message has been repeated 22 times.

2018:05:30 15:31;18 00000408 CHARDM-&-P [AlphaServer ES40), YW 4.9 B 19401, May 10 2018 / 000, msc. test.center nikolsey £ 197
201805-30 15:31:18  000D033E6 The erd wser of this saftware has agreed to STROMASYS' Tesms and Conditions for Softwase License
2018:05-30 15:31:18 00000037 05 Environment: Miciosoft \Windows 10 Pro, B4-bit [Build 17134]

201805-30 15:31:18  000D0ODSS Host CPU:  Intel[R] Xeon(R) CPU E31275 @ 3 40GHz «8.

201805-30 15:31:18 00000039 Host Memory:  24320Mb

201805-3015:31:18  0000041F Configuration durp::

2012065-3015:31:18  0000041F . $ession;

201505-30 15:31:18  0000041F .. configuration_name = "#y_ES40"

201505-30 15:31:18  0000041F .. log = "AlphaServer_ES40log"

2018065-3015:31:18 00000418 154 Multibd edia Timer conection iz enabled.

2018-05-30 15:31:18  0O000420 ALCE: ACE i3 on. Running 2 translators,

20180530 15:31:18  0000032C "My _ES40" stasted,

20180530 153118 000004719 COMY: Conrected. Hemaote 127.000,1,51937.

20180530 15:231:26 00000320 "BlphaServer ESA0" stop request ieceived

201805-30 15:31:26 00000348 IDED: 140 handis closed

2018-05-30 15:31:26 00000348 The previous message has been repeated 2 imes.

201805-30 15:31:26 00000240 Licenzing comparent recerved stop request,

201805-3015:31:26  0000032E Stopped.

201805-3015:31:26 00000248  Logging stopped.

< >

Create Vi from Template Audd Existing VM Update i List Start | | Remove Vi | Edit Configur sticr: Update Log DisplayLeg | Show Corsale

Close the "CHARON Virtual Machine Manager" with a click on the "x" button and confirm you want to exit:

o ®

Press the "Next" button, the uninstallation process will begin:

© Stromasys, 2019 370/ 390



Document number: 60-16-035-002

r("- CHAROM Installation Wizard - Uninstallation Progress

- Uninstallation progress

&) stromasys

.-‘/
-_—

Remaving HOST prind.exe...

CHARON

If the "CHARON Virtual Machines Manager" is still running the following dialog will be displayed:

"CHARON VM Check ==

|-" ; . The CHARON Virtua| Machine Manager is in uze.

Please, close all running manager applications before you can proceed
with product upgrade/uminstallation,

QK I

Do not close the uninstallation dialog but exit from "CHARON Virtual Machines Manager" the way described above.

Press the "OK" button then the "Retry" one in the appearing dialog:
| Installation warning ==

I_L Do youwant to retry or cancel deinstallation?

{_ Retry ][ Cancel ]

Once uninstallation (or changing) is done, the following dialog will be displayed:
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G siomasys

Removing is completed successdulkd
Press finish bo exil fren the CHARDN Installation Wizard

In ordes bo complete the mnetallstion it's required o reboat
compibar

/4

CHARON

Keep the "Reboot computer now" selected and press the "Finish" button to reboot the CHARON host.
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Appendixes

Contents

® | og monitoring - logmond best practice
® How to implement time synchronisation between CHARON-AXP Host OS and Guest OS
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Log monitoring - logmond best practice

Table of contents

Description
Recommendations
Notes
Service setup example
® Setup and start your virtual machine.
® |nstall and start the log monitor service
® Running the log monitor from the command line
® Starting in background mode
® Debugging
® nolicense.bat considerations
® Alerts customization examples
® Creating a Windows Event
® Sending an email via powershell
® Example using an office365 account
® Example using a gmail account
® Related articles

Description

The Log Monitor & Dispatcher, known as LOGMOND, is a special program which monitors a guest LOG file produced by Charon and executes a
customized script when it detects removal of a license.

It runs in the background (as a program or as a service) and periodically scans a specified LOG file. When it detects a message with the code 00000424
("Detected removal of a license") or 0000002A or 00000351 for backward compatibility, it submits the nol i cense. bat procedure (this BAT file must be
created manually). It also invokes the | i cense_changed. bat script, if it exists, when it detects a message with code 0000040B / "License has changed.
License detected and online".

The Log Monitor & Dispatcher service is installed as Enul at or Loghbni t or . By default it is installed in such a way that requires explicit actions to be
started (either through a command line interface or using the standard ways of service management). For unattended execution, change the service’s
configuration so that Windows starts the service automatically.

The tool requires a specific file "nol i cense. bat ", and optionally a file named "l i cense_changed. bat ", containing some specific instructions to be
taken in situation of license absence or license change. These files must be created in the virtual machine's home directory.

The user action file will not invoke interactive applications as it may run in an environment where interactive services do not work, for example:
when “Log Monitor & Dispatcher” is installed as a service.

Recommendations

®  Create a specific folder to hold the Charon configuration and log files, the nol i cense. bat file, the | i cense_changed. bat if needed, and any
specific action script you would add.

B Use the rotating log files mechanism or use a single log file with "append" mode.

® |nstall and start the Charon log monitor service, named "Enul at or Loghbni t or ": doing so you will not have to start | ognond manually in
interactive mode and newly added virtual machines services will be automatically taken into account. Use interactive mode for tests and
debugging purpose.
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®  The log monitor utility will detect the absence or change of the dongle only at a specified interval, called the license check interval and defined by

the license. Its default is set to 1 hour. @ In case you need to perform tests, you can send us a fresh C2V file and ask for an update to reduce
this interval.

B Once started the logmond utility will lock the virtual machine log file, you will not be able to move it, copy it or delete it. You will however be able to
open it using the notepad utility or other log editors like bar et ai | for example which will allow you to have a continuous view of the log with
highlights (see: Charon Log files - Using baretail on Windows for syntax highlighting) or vi m(see: Charon Log files - Using vim for syntax
highlighting on Linux and Windows).

Service setup example

Example below is based on a Charon-AXP V4.9 B19402 running on a Windows 2012 R2 server and emulating an AlphaServer DS20. All files
(configuration, bin, rom and nol i cense. bat ) are located in C: \ Char on, rotating log files are located in C: \ Char on\ | ogs

The configuration file is defined as follows:

File Edit Format View Help
set session hw_model = AlphaServer D528

set session configur = = 528
set session log = (g:\ﬂhamnilugs !; Folder used to store
set ace cpu_architectu the rotating log files

set rom dsrdb[@] = 1948 system_name = “AlphaServer DS2BE 67/667"
set session n_of _cpus=1
set ram size=256

set rom container="C:\Charon\myds28.bin"

set toy container="C:‘\Charon\myds28.dat"

load wirtual_serial_line OPA® port=18883 application="putty -load OPAG"
load DESPEBA/dec2lxdx EWA interface=EWAR

load packet_port/chnetwrk EWAB interface="connection:CHARONL"

set PKA container[8] = "C:\Charon‘\disks‘\SYSTEM.vdisk"

Setup and start your virtual machine.

B Start the "Charon Virtual Machines Manager"
B Create your virtual machine and start it

o See Running and managing Charon-AXP for Windows or Running and managing Charon-VAX and Charon-PDP for Windows for details.

Install and start the log monitor service

B First, prepare a nol i cense. bat file. See nolicense.bat considerations chapter further for more information if needed.

The nol i cense. bat file has to be placed in the virtual machine "Home directory". To locate this "Home directory" open the "Charon Virtual
Machines manager" utility, select the virtual machine and switch to the "VM Configuration" tab

Example:
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myds20 - CHARON VM Manager M

WM Contral VM Configuration | Host Infoimation & Wilities |

The Home directory contains the virdual machine configuration file and is the default location for the following components of this
wirtual machine:
- Wirtual machine log file[s]:
- Yirtual machine HOM, VDisk(s] and other data.
S ——

Hoine dischon |c "Charari, Explore.. Creste Vittual Digk |

Press the <Edit Configuration File> button to edit the configuration file using the Notepad editor.
Modity the configuration to accurately reflect the features of the system to be emulated.
Press the <Apply> button to confirm the virtual machine configuration file changes.

Configuration ile: mpds2l.cig Edil Corifigusation Fils

Services are set to manual start by default. Automatic start at boot can be enabled after
successiully testing the configuration. “ou can change this setting below.

Saeti bype [ Manuial

By default, virtual machine is created with the latest CHARON executable image version
installed on the system. To change the version of the executable image for the VM.
choose the desired executable image from the list box below, press the {Apply> butlon, restart the Y.

Evecutabls [CHERON-AP. 4915402 = Apply

Use the notepad for example to create the nol i cense. bat script. We will here add a line in a log file:

echo %lat e% % i me% dongl e renoved >>C:\ Charon\| ognond. | og

The |l i cense_changed. bat script can also contain quite the same line:

echo %date% % i me% | icense has changed >>C:\ Charon\| ognond. | og

" |nstall

the log monitoring service and start it:

I These command lines must be executed as an administrator in order to manage the services

[Version 6.3.76801

t Corporation. All rightz resevrved.

Ci:slserssAdrinistrator»™ Program Files“CHAROM-~Build_ 1948 (64 logmond .exe "

C:slserssiidnin rat :»Program Files~CHARON~Build_1940 b4~ logmond .exe "

Czslserssidrinistrator Program Files~CHARON“Build_1948 “logmond ..exe"

Crslserssidninistratorpovershell —command "get-process =—includeusername logm* | Format-table —autosize"

56 MI AUTHORI SYSTEM logmond

3 .
B.88 4868 NI AUTHORITY-SYSTEM logmond

lzeprssAdministratorr_

® Notes

© Stromasys, 2019

The "l ognond - r " command removes the service if any

The "l ognond - i " command installs the service

The "l ognond - u" command starts the service

The powershell commands shows 2 logmond processes, one scans for new services, the other is monitoring the log file of the current
service (myds20)

376/390



Document number: 60-16-035-002

® The Enul at or Loghoni t or service running the | ognond processes will discover already installed Charon virtual machines services. If
a new virtual machine service is added, it's log file will be automatically discovered and monitored.
®  The logmond.exe file is located by default in the "C: \ Pr ogr am Fi | es\ Char on\ Bui | d_19402\ x64" folder

® |n this test, two dongles were connected, the active one has been removed (1) producing the license changed message (2 and 3) then the last
active dongle has been removed (4 and 5).

o During the tests the license check interval was set to 5 minutes therefore, when the dongle is disconnected, a message is sent telling there
are only 4 minutes remaining before the DS20 stops

¢ myds20 - CHARON VM Manager -|o] x

VM Control | VM Configuration | Host Infaimation & Utilities |

CHARDOH Virtus Machine Staher Started
B WINZD2T1 [this hast) Diate: | Meszage ID: | Meszags b -
B myds20 MB0910 165002 00000402 Device anival with interface = "W PUSBEVID_(525:PID_0001 #74625c359c 1051 #{a5dcbM 065301

NS00 165002 00000402 Device anival with interface = "“WHLUISBEVD_0S2S5PID_0001 #7525 385918080 ${29b5d1 1-be 31
ANE0910 1850002 00000402 Diavice sirival with ickerizze = “\AUSBEAD_0S25LPID_D001 #7425 38310031 #{beaSd081 474b-11
2080910 1850003 0000402 Device anval with inkerface = W PAladdnifid)529%Pid0007 &H aspHLESReIa2b 7 25 b 00442075
ANB0910 185003 00000402  Device aimval with interface = “WALISBEH sspHBEeSadh sb02247-3790- 4400 8472-2435¢
2080910 16:50:29 Cormmunication with the beense ke “S04839763" loat.
2NB0310 185323 Perforeming reguiar check of the cuent boense.
ANM8-0910 16:5379 Unable b log im bo the ke “BIMEISTE", featise 0,

Faded 1o lagr &t the Sentmel HASP keyr "BI4333763
Checking the avalable bcense key "1022239689".

Fourd boense key 1022239569,
Checking product zection 0
License numbes; “1001082",

CHARDN product code: “CHANP-47Decw1-L1".
HASF Dabe fmited heense, Enited ho: 10Jan 2019 005500,
Featue 1 check rltrvaISrrﬂ.Mil

i1 | 0Z2EIS6ET" i1 001 062"
- X asle.ﬂﬁtSﬂ?S&d&mﬂ{M?ﬂ?:
0510 1658 24 Device removal vilh itetface = “\\PAUSBRH a:pHBL3a207 Sd300R (73602247 3738-44c8072.243

2!.'"?{!9-10 185824 00000403  Device remcrvsl with inbeiface = "“\WAUSEHD_S253PI0_ 0007 #TE25 389 15081 HibeaSd06 £7db-
20080910 16:58:24 00000403 Device removal with inbeiface = "WHUISBISVID_0523P1D_0001 #7525 38918051 HiaSdcbi1 6530
2NB0910 165824 00000403 Device removalwith inberface = “\WPAUSBEVID_(5235PI0_0001 87525 3915081 N!Mdﬂ-hck
ANB0910 185835  000MI240 Commurication with the keense keyp " (22239685 lagt.
2NB0910 185835 00000240 Parforming regular check of the cunent bcense.
NS00 18583 00000240 Unable bo log into the kep "1022233689°, [ashue 0
280910 16:5835 0000240 HASP numlime [T} Sentinel paotection key not available.
2NB0910 185835 00000240  Faded 1o login &t the Sentined HASF key: "1022239605",

ANB0310 165835  D0ONO240 Cormection bo beensa key "1 122239685" id""1001 082" lost. Appheation wall slog at 11-5ep-2018 04:58
. 20180910 16:5836 00000424 session: Detected removal of the cense. Nomal operation is supported Bl 11-5ep-2018 045836,

<] il ] 3

Creabe VM hom Template | AddExisingV | UpdatewMList | [ ot | Stop | RemoveM | EditCorfigueation | UpdateLog |  DisplayLog | Show Console

Running the log monitor from the command line

0 The "I ognond" utility has several parameters available. Use the "l ognond - h" command to have a complete list.
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Starting in background mode

In order to start the Log Monitor & Dispatcher as a background application:

1. Open "cmd.exe" from the "Start" menu.
2. Change current directory to the folder (presumably) containing the Charon configuration file.
3. Start the Log Monitor & Dispatcher using the following command line as an example:

For single log file:

...> "C\Program Fi |l es\ Charon\ Bui | d_19402\ x64\ | ognond" C:.\ my_Charon. | og

For rotating log file:

...> "C\Program Fi | es\ Charon\ Bui | d_19402\ x64\ | ognond" -1 <l og-directory> -p <l og-prefix>

where:

® <| og-directory>is the directory where the rotating log files are stored
® <| og- prefi x> is the same as the "configuration_name" value in corresponding Charon configuration file (or "hw_model", if
"configuration_name" is not specified).

Example:

...> "C\Program Fi |l es\ Charon\ Bui | d_19402\ x64\ | ognond" -1 "C:\My Charon |ogs" -p "M _VAX"

To stop the Log Monitor & Dispatcher application, open the Task Manager, find the "I ognond. exe" process and terminate it.

Debugging

To diagnose LOGMOND using trace feature:

1. Stop LOGMOND service using "- - st op" (or "- d" or "- - down"). This is not absolutely necessary though, as multiple running LOGMOND utilities
do not affect each other.

2. Start "almost-as-a-service" LOGMOND with diagnostic trace using two command line switches: "- e" and "- t . This starts master task of
LOGMOND which enumerates all Charon services and for each of them invokes slave task of LOGMOND. The master task of LOGMOND looks
for installing or removal Charon services.

a. When Charon service is installed, master creates new slave.
b. When Charon service is removed, slave is terminated to. The slave task monitors LOG of particular Charon service.
o The "- t " switch enables trace windows, so you can see the process of monitoring.

3. To terminate "almost-as-a-service" LOGMOND master and all its slaves, bring focus to master's trace window, and press "Ct r | - C' ([X] button
closes master task, but slaves continue to run unmastered).

The LOGMOND still supports backward compatibility mode, when it does NOT monitor ALL Charon services, but only monitors a particular folder or even
a particular file. So, if you want to diagnose how it monitors a file, you can use the same "- t " option:

C\...>lognond.exe -t -1 <path to Charon log file>

If you want to diagnose monitoring rotating log:

C\...>ognond.exe -t -1 <path to Charon log directory> -p <log prefix>

If you want to diagnose monitoring particular service:

C.\...>lognond. exe -t -s <service nane>

When you install LOGMOND to run as a service it implicitly runs with "- e" option but without "- t ". Alternatively you may install LOGMOND as a service
with explicitly specified name of log file (for backward compatibility)
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You better use "- e" together with "- t " to diagnose monitoring Charon services. Unless you run instances with Launcher, in which case you will
have to invoke LOGMOND with "- | " with "- t " options.

nolicense.bat considerations

LOGMOND always looks for nol i cense. bat and | i cense_changed. bat files in the current working directory. What is current working directory for
LOGMOND depends on how it is invoked.

If you run LOGMOND with just path to log file, the LOGMOND inherits current working directory from command prompt it is invoked from. So, before you
run LOGMOND this way, change prompt's working directory to where you keep your NOLICENSE.BAT file.

If you run LOGMOND with name of Charon service, the LOGMOND changes its current working directory to the Charon service's Home directory. So,
keep the nol i cense. bat and | i cense_changed. bat files in the virtual machine's home directory.

If you run LOGMOND with "- e" option, each slave receives a particular name of Charon service, and therefore changes to the service's Home directory.
So, keep the nol i cense. bat and | i cense_changed. bat files in the virtual machine's home directory.

' Stromasys highly recommends to use logmond as a service, installing it with the "- i " option then starting it with "- u".

Alerts customization examples
You will find below some examples of alerts that can be sent from the nol i cense. bat file

I Reminder: Interactive applications are not allowed

Creating a Windows Event

power shel I -command " New Eventl og - Logname application -Source Charon
-Erroraction silentlycontinue; Wite-Eventlog -Lognane application -Source
Charon -Entrytype Error -Eventid 314 -Message ' Charon |icense dongle

di sconnected" "

o It is recommended to use the powershell command to write events instead of the "eventcreate" command line as some other events are created with
powershell scripts. Using the eventcreate command in this case will fail as the source, Charon, will not be accepted.
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Example:
Lewvel Date and Time Source EventID' Task Cate... =
10/20/2016 11:30:07 AM 4
'@' Error 10/20/2016 11:30:00 AM CHAROM 300 1)
'ﬁ' Errcr 10/20/2016 11:26:26 AM CHAROM 314 1)
'E' Error 10/20/2016 11:25:10 AM CHARON 314 1)
@' Error 10/20/2016 11:15:49 AM CHAROMN... 314 Mone
@Inform ation 10/20/2016 11:15:00 AM CHAROM 300 1)
| Erene 10202016 11-10-00 AKA CHARCIM nn- 1 &
Event 314, CHAROMN x
CHARCOHM license dongle discu@
Log Mame: Application
Source: CHAROM Logged: 10/20/2016 11:30:07 AM
Event IC: 314 Task Category: (1)
Level: Errcr Keywords: Classic
User: M A Computer: bruno-PC
OpCode:

More Information:  Event Log Online Help

o The "Event Id" can be set at your convenience. A valid ID is any number from 1 to 65535.

Sending an email via powershell

An alert email can be sent using the "Send- Mai | Message" powershell command however it is important to know no interactive command can be

executed (for asking the sender's credentials for example).

You can either ask the nol i cense. bat file to invoke a powershell script or pass the commands from the command line

I, Examples below are given with Powershell V4.0 installed on a Windows 2012 R2 server, some commands may not be appropriate to your Windows

distribution.

—  To determine which version of Powershell is installed and upgrade if necessary, see Powershell version, upgrade, enabling scripts execution, tips and

tricks

To run PowerShell scripts (files that end with .ps1), you must first set the execution policy to Unrestricted (This operation has to be done once).

To do so, open a command line window (cmd.exe) as an Administrator and use the following command:

c:\ Charon>power shel | -command " Set - Executi onPol icy Unrestricted"

o The ExecutionPolicy can also be set to "Renpt eSi gned". In this case the . ps1 script files will have to be unblocked as described below.

If you are still prompted to allow for execution of the script, please run the following command to unblock the . ps1 file you want to execute:

c:\ Charon>power shel | -command "Unbl ock-File -path c:\Charon\sendnsil.psl"
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Create a powershell script file, named sendnai | . ps1 for example and located in "C: \ Char on" folder:

# Update the emai|l addresses bel ow
$From = "<noni t ori ng- account >@sonmewher e>"
$To = "<soneone>@sonewher e>"

# Send the enail

send- nai | nessage -to $To -from $From - subj ect "Charon detected renoval of the
i cense" -body "Please check" -sntpserver sntp.office365.com-usessl -port 587
-delivery none

— ' If you must specify multiple recipients, you can specify them using an array with comma separated fields.

Example1:

$To = @ "Kirk <Kirk@ss-enterprise.fed>", "Spock <spock@ss-enterprise.fed>")

Example2:

$To = @ "Kirk@ss-enterprise.fed", "Spock@ss-enterprise.fed", "MCoy@ss-enterprise.fed")

Update the nol i cense. bat file as follows:

power shel I -Nonlnteractive -File C\Charon\sendnail.psl

The problem here is the email account mentioned in the $M/engi | variable must be able to send anonymous emails otherwise the following error can
occeur:

"Client was not authenticated to send anonynous nail during MAIL FROM
If the account cannot send anonymous emails, you can perform an interactive test by asking for the credentials:

6 The "<monitoring-account>@<somewhere>" and "<recipient>@<somewhere>" values must be adapted to your configuration

# Update the emai|l addresses bel ow
$From = "<noni t ori ng- account >@sonewher e>"
$To = "<sonmeone>@xsonewher e>"

# The command bel ow wi Il open a wi ndow for you to store the password
$Creds=(get-credential -credential "$Front)

# Send the email (credentials are then required each tine)

send-mai | nessage -to $To -from $From -subj ect "Charon detected renpoval of the
|icense" -body "Please check" -sntpserver sntp.office365.com-usessl -port 587
-delivery none -credential $Creds

This method cannot be used when executed within a service due to the popup window that will be opened to ask for the email account password.

To be able to send an email, we can then store the credentials in an encrypted and protected file. This is done using the Expor t - Cl i XML powershell
command. As this file will be bound to the server where the command is issued and to the user account who created the file, we need to perform the
operations as "syst enf' user account because this user is the one running the | ognond processes that will invoke the nol i cense. bat file.
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It is necessary then to use psexec from the Windows Sysinternals kit. It can be downloaded here: https://technet.microsoft.com/en-us/sysinternals/psexe
c.aspx

Once extracted from the zip file, to the "C: \ Char on" folder for example, run the following command from the command line running as Administrator:

C\...> C\Charon\psexec -i -s cnd. exe

and generate the CIiXML file as described below:

C:\ W ndows\ syst enB2>power shel |
W ndows Power Shel |
Copyright (C) 2014 Mcrosoft Corporation. Al rights reserved.

PS C.\ W ndows\ syst en82> $Fr on¥" <noni t ori ng- account >@sonewher e>"

PS C. \ W ndows\ syst enB2> $Creds=(get-credential -credential $Fron

PS C. \ W ndows\ syst enB2> $Creds | Export-CliXM. C:\Charon\creds.clixmn
PS C.\ Wndows\ syst enB2> exi t

C:\ W ndows\ syst emB2>exi t

— Ifitis no more needed, remove the "psexec. exe" file.
I, If the sender's email address or its password has to be changed, the . cl i xml file will have to be recreated.
Now update the powershell script as follows:

ﬂ The "<monitoring-account>@<somewhere>" and "<recipient>@<somewhere>" values must be adapted to your configuration

# Update the emai |l addresses bel ow
$From = "<noni t ori ng- account >@sonmewher e>"
$To = "<soneone>@sonewher e>"

$Creds = Inport-CiXm C: \Charon\creds.clixn
send- mai | nessage -to $To -from $From -subj ect "Charon detected renoval of the
i cense" -body "Please check" -credential $Creds -sntpserver sntp.office365.com

-usessl -port 587 -delivery none

I, Once updated, the script will only work when executed by the "syst enf account and on the server where the Export - C i XM. powershell command
was issued.
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To send an email using a gmail account, perform the same operations as described in the Example using an office365 account chapter above and replace
the snt pser ver value by snt p. gmai | . comas shown below:

9 The "<monitoring-account>@gmail.com" and "<recipient>@<somewhere>" values must be adapted to your configuration

# Update the emai|l addresses bel ow
$From = "<nonitori ng-account >@nai | . cont
$To = "<soneone>@ksonewher e>"

$Creds = Inport-diXm C:\Charon\creds.clixn
send-mai | nessage -to $To -from $From -subj ect "Charon detected renoval of the

i cense" -body "Please check" -credential $Creds -sntpserver sntp.gnmail.com
-usessl -port 587 -delivery none

o Only the snt pser ver value must be changed

Google may block sign-in attempts when using powershell and send-mailmessage. In this case the sender will receive a "Sign in attempt prevented"

alert email. To allow emails to be sent:

1. Create a dedicated gmail account
2. Allow less secure apps to access your account. See this article: https://support.google.com/accounts/answer/6010255?hl=en

Related articles

Charon Log monitoring on Windows (logmond) - Best practices for V4.9 and V4.10
CHARON on Windows - Automated License Expiration Check

CHARON on Windows - Automated License Expiration Check - Release Notes
Charon Log monitoring on Windows (logmond) - Best practices for V4.8

Charon Log monitoring on Windows (logmond) - Best practices for V4.6 and V4.7
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How to implement time synchronisation between CHARON-AXP Host OS and Guest OS

Table of contents

B Description
B Step-by-step guide
B Configuration file settings
®  Virtual machine operating system settings
" On OpenVMS/AXP
®  Using a batch queue
®  Using a detached process
®  Considerations using DECnet-Plus software
® On Trué4 UNIX
" Related articles

Description

This document will explain how to implement the time synchronization feature using the "sync_t o_host " parameter in the configuration file. This
parameter allows to keep TOY time always synchronized with the host's time and disable undesirable updates to the TOY from guest OS.

Restrictions: Minimum product versions/builds required:

Windows (@) CHARON-AXP V4.4 Build 148-02 with patch 148-09 installed
[ CHARON-AXP V4.5 Build 153-03 and 153-05 (patched)
D CHARON-AXP V4.6 Build 166-03 and later

Linux @) CHARON-AXP V4.6 Build 168-03 and later

Step-by-step guide

Configuration file settings

Update the configuration file with the following settings:

Syntax:

set TOY sync_to_host = "{as_vnms | as_tru64 | as_is}[, nowite]"

l_ If "sync_to_host" parameter is specified there is no need to specify "container" parameter in addition.

where:
Parameter Description
as_vms If the guest OS is OpenVMS/AXP and its date and time must be set to the host's date and time each time it boots.
as_tru64 If the guest OS is Tru64 UNIX and its date and time must be set to the host's date and time each time it boots.
as_is If the TOY date and time must be set to the host's UTC date and time
nowrite Forbid updates to the TOY from the guest OS

o If you want guest to synchronize itself using DTSS or NTP for example, remove "nowrite"

Example:

set TOY sync_to_host = "as_vms, nowite"
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To synchronize the guest OS with TOY, use the following commands (from "SYSTEM"/"root" account):

On OpenVMS/AXP On Tru64 UNIX

$ set time # date -u “consvar -g date | cut -f 3 -d ' '°

The default value is "not speci fi ed" - it means that by default CHARON does not synchronize its guest OS time with the CHARON host time but
collects date and time from the file specified with "cont ai ner " parameter.

I If "sync_t o_host " parameter is specified there is no need to specify "cont ai ner " parameter in addition.

o The CHARON virtual machine must be restarted in order to take the new parameter into account

Virtual machine operating system settings

The commands mentioned above used to synchronize the guest OS with TOY are effective only when they are executed. To avoid time difference, these
commands must be executed at specified intervals.

You will find below examples on how to implement scripts to perform time synchronization for OpenVMS and Tru64 UNIX.

—' If you have NTP running on your OpenVMS or Tru64 UNIX system, you can keep it running even if sync_t o_host is enabled

You need first to perform a manual synchronization between the CHARON server and the CHARON virtual machine using the SET TI ME= command:

$ SET TI ME=12: 30: 00

You can use either a batch queue or a detached process to synchronize time. The two methods are described below.
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USING A BATCH QUEUE

B Create a simple script containing the following lines. The example below will sync time every hour:

o In our example, we will create the script in the SYS$MANAGER folder and name it CHARON_SYNCTI ME. COM The OS version used is
OpenVMS 7.3-2

$ EDI T SYS$SMANAGER: CHARON_SYNCTI ME. COM

$ SET NOON

$ SET VERIFY

$ LOOP:

$ SHOW TI ME

$ SET TIME

$ SHOW TI ME

$ WAIT 01: 00: 00
$ GOro LOoP

o The"$ SET VERI FY" line is optional, just used for verifying commands are correctly executed
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® A batch queue will be required to create the job:
®  Find an available batch queue or create a new one
B Execute the following command to view available batch queues (refer to OpenVMS documentation)

$ SHOW QUEUE / ALL / BATCH

If the command returns the following error message: "%JBC- E- JOBQUEDI S, system j ob queue manager is not running", you
will need to initialize the queue manager:

$ START / QUEUE / MANAGER / NEW

9908008880886 OPCOM 29- MAY- 2015 12: 30: 07.36 %9886086800880
Message from user SYSTEM on VMS732

%IBC- | - CREATED, SYS$COMVON: [ SYSEXE] QVANSMASTER. DAT; created

B Create a dedicated batch queue for the synchronization job (recommended):

$ INIT / QUEUE / BATCH / START SYS$SYNCTIME /JOB LIM T=1
$ SHOW QUEUE SYS$SYNCTI ME / FULL
Bat ch queue SYS$SYNCTI ME, idle, on VMS732::
/ BASE_PRIORI TY=4 /JOB_LIM T=1 / ONNER=[ SYSTEM /PROTECTION=(S:M O D, G R WS)

B Submit the job:

$ SUBM T / QUEUE=SYS$SYNCTI ME SYSSMANAGER: CHARON_SYNCTI ME
Job CHARON_SYNCTI ME (queue SYS$SYNCTI ME, entry 1) started on SYS$SYNCTI ME

B Update the systartup script to start the SYS$SYNCTI ME queue and the job at system boot. The two following lines will have to be added
at the very end of the script (for example):

$ EDI T SYS$STARTUP: SYSTARTUP_VMS. COM

$ START / QUEUE SYS$SYNCTI ME

$ SUBM T / QUEUE=SYS$SYNCTI ME SYS$MANAGER: CHARON_SYNCTI ME
$

$ EXIT

o Prior to OpenVMS version 6, the systartup script will be named: SYS$STARTUP: SYSTARTUP_V<N>. COM where N represents the
version number
®  Example for OpenVMS Version 5 : SYS$STARTUP: SYSTARTUP_V5. COM
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B Create a simple script containing the following lines. The example below will sync time every hour
o In our example, we will create the script in the SYS$MANAGER folder and name it CHARON_SYNCTI ME. COM The OS version used is
OpenVMS 7.3-2

$ EDIT SYSSMANAGER: CHARON_SYNCTI ME. COM

$ SET NOON
$! SET VERI FY

$LOOP:

$ SHOW TI ME

$ SET TIME

$ SHOW TI ME

$ WAIT 01: 00: 00
$ GOrO LOoP

o The "$! SET VERI FY" line is optional, just used for verifying commands are correctly executed. If you let it active, please replace the "NL: "
device above by a log file name

B Update the systartup script to start the detached process at system boot. The following lines will have to be added at the very end of the script (for
example):

$ EDI T SYS$STARTUP: SYSTARTUP_VNMS. COM

$ RUN SYS$SYSTEM LOG NOUT / AUTHORI ZE -
/ DETACH / Ul C=[ SYSTEM -
/ PROCESS_NAME="TI ME SYNC'
/ QUTPUT=NL: /ERROR=NL: -

/ 1 NPUT=SYS$MANAGER: CHARON_SYNCTI ME. COM

$ EXIT

— To start the job manually without a reboot, just execute the line above from an interactive session.
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I, If you have DECnet-Plus software installed, you will have to disable DTSS before setting time in order to avoid errors like:

YSET- E- NOTSET, error nodifying tinme

- SYSTEM E- TI MENOTSET, tine service enabled; enter a tinme service command to update the tine

— To disable DTSS, you will have to update the CHARON_SYNCTI ME. COMscript (new lines are green colored):

$ SET NOON
$! SET VERIFY

$ LOOP:
$ SHOW TI ME
$ RUN SYS$SYSTEM NCL

DI SABLE DTSS

DELETE DTSS

EXIT
$ SET TIME
$ SHOW TI ME

$ @BYS$STARTUP: DTSS$STARTUP
$ WAIT 01: 00: 00
$ GOTO LOOP

— Itis recommended here not to use "SET VERI FY"

o More information here: OpenVMS Frequently Asked Questions (credits: Hewlett-Packard)

Restrictions: The synchronization requires the "consvar " command to be available on the Tru64 operating system thus Tru64 UNIX version 4.0F
minimum is required

®  You need first to perform a manual synchronization between the CHARON server and the CHARON virtual machine using the dat e command.
Example:

# date -u 05291724

B Create an entry in the root's cr ont ab file as shown below (new lines are green colored):

# crontab -e

# CHARON tinme sync_to_host

00 * * * * /shin/date -u “/shin/consvar -g date | cut -f 3 -d '

I, Full path to dat e and consvar commands must be specified
— ' The above command will be executed at minute 0 of every hour. If you want to execute this every 15 minutes for example, use the following
line instead:
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00/15 * * * * [shin/date -u “/sbhin/consvar -g date | cut -f 3 -d"' '~

o More information at Wikipedia.org - Cron

Related articles

® How to implement time synchronisation between CHARON-AXP Host OS and Guest OS (sync_to_host)
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